[bookmark: _Ref452454252]3GPP TSG-RAN WG1 #86	R1-1609582
Lisbon, Portugal, October 10-14, 2016

Agenda item:		8.1.3.1
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Source:	Nokia, Alcatel-Lucent Shanghai Bell, Verizon Wireless 
Title:	Selection of eMBB coding scheme
Document for:		Discussion and Decision
1	Introduction
During RAN1 #86 meeting, different implementation studies, performance evaluations, latency analysis, and flexibility details were discussed for eMBB coding candidates, which are LDPC, Polar, and Turbo. Finalizing observations on implementation aspects were not possible, but a conclusion (mentioned below) was made to provide further details on implementation complexity, performance, and impact of the flexibility.
Conclusion:
· The eMBB data channel coding scheme will be chosen at RAN1#86bis
· including agreeing on the observations that led to the decision. 
· Companies are encouraged to:
· continue analysis and comparison in order to inform the final decision at RAN1#86bis
· provide any remaining details, especially focusing on LDPC (in view of the situation in this meeting) 
· provide any remaining details of the flexibility requirements and how they can be satisfied, and corresponding implementation complexity and any impact on performance
· Note that consideration of combinations of coding schemes is not precluded. 
· In case of changes to proposals already available, companies are encouraged to provide them at least 1 week before the normal submission deadline for RAN1#86bis. 

Prior to that, some other observations and agreements were made in Ran1 #85 meeting on performance investigations and required methods to perform implementation complexity analysis. 
Observations:
· At least in AWGN channels:
· For large information block sizes, all candidate channel coding schemes show comparable link performance 
· Further study is required on all potential coding schemes in order to determine which coding scheme(s) should be supported, including: 
· Implementation details should be provided for the decoding algorithms used in the simulation results, e.g. survey on the existing implementation efforts

Agreements:
As one potential input to the decisions on channel coding: 
· Companies are encouraged to bring evaluations of the complexity of channel coding / HARQ schemes including at least:
· Energy efficiency (J/bit)
· Area efficiency (Gbps/mm2)
· FEC complexity supporting the full range of info block lengths and code rates with reasonable (details FFS) granularity should be compared instead of single info block length with some code rate
· Companies should provide details of the range of info block lengths and code rates for which their complexity evaluations are conducted

In this contribution, we discuss different proposals for eMBB and shows possible narrowing down method highlighting performance, implementation complexity, latency, and flexibility aspects. 
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2.1 	Possible solutions for eMBB
As Ran1 #86 agreed to narrow down the coding scheme in Ran1 #86bis meeting, it would be good to recheck the available solutions for eMBB data channel coding scheme. To our understanding, following solutions can be identified as possible options for eMBB data channel coding 
· Solution 1: LDPC codes only
· Solution 2: Turbo codes only
· Solution 3: Polar codes only
· Solution 4: LDPC + Turbo codes for lower throughputs 
· Solution 5: LDPC + Polar codes for lower throughputs 
As many companies referring their internal implementations to back their proposals, it would be good to find common ground to facilitate reasonable narrowing down of the coding scheme. In next section, we provide some guidelines and steps we could use to achieve that. 
2.2 	Selecting the coding scheme 
In RAN1 #84bis, an agreement was made to select the coding scheme(s) for NR based on the performance, implementation complexity, latency, and flexibility evaluations. 
Agreements:
Selection of 5G new RAT channel coding scheme(s) will consider,
· Performance
· Implementation complexity 
· Latency (Decoding/Encoding)
· Flexibility (e.g., variable code length, code rate, HARQ (if existed as applicable for particular scenario(s)))
To understand things better, we follow step 1-4 to facilitate the selection of the coding scheme. 
Step 1: Investigate the error performance
It was agreed during the Ran1 #85 that eMBB candidate coding schemes, i.e. LDPC, polar, and Turbo have comparable performance at larger block sizes. However, it was not possible to agree on observations for shorter block sizes. In practice, all codes will operate far away from the block coding bound at lower block sizes. There are algorithms that codes could use to reduce this gap. However, it is well understood that complexity will increase with such approaches, and gains may not limit to a particular coding scheme. 
Some companies’ showed significant variations of performance between polar and other codes [1] at shorter block region. We found following issues with those results, 
1. Polar codes assumed a quasi-ML type of decoding algorithm, i.e., successive cancellation list-32 decoder with CRC bits. 
2. LDPC codes considered with the min-sum decoder, which is an ordinary decoding algorithm. They should have used offset min-sum decoder (realistic) as considered by other companies.

To our understanding for shorter blocks with realistic decoders, all codes have a similar performance. Please see [2]. 
Next, we further highlight performance gains showed only for polar is also valid for LDPC if we used a quasi-ML type of decoding algorithm.  For example, Figure 1 shows that LDPC with 100 info block for several code rates. We used a quasi-ML type of decoder, i.e., ordered stochastic decoding (OSD), and offset min-sum decoder. It is clearly visible that LDPC can achieve ML performance with OSD decoding. Similar performance gain can be achieved with all other codes by assuming near optimal decoding algorithms. To our understanding, simulation analysis should consider realistic decoding algorithms to get a fair comparison among coding candidates. 
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Figure 1: LDPC with OSD and offset min sum
Observation 1: For all code blocks and code rates in agreed simulation assumptions, all codes performance equally better when we assume realistic assumptions for decoding and code constructions. All codes can improve their performances by assuming quasi-ML type or ML decoding algorithms. 
Base on the above observation, we do not see any of the solutions mentioned in Section 2.1 would perform better compared to others. 
Possible solutions: Solutions 1-5 are capable of supporting good performances required for the eMBB scenario. 

Step 2: Check implementation efforts
RAN1 #85 encouraged companies to bring details of implementation aspects (e.g. survey on the existing implementation efforts), and area-efficiency and energy efficiency were identified as key evaluation metrics to measure implementation complexity. 
· Area-efficiency : encoded/decoded throughput per given chip area (Gbps/mm2)
· Energy-efficiency: joules per bit in encoding/decoding (pJ/bit)

It was also agreed that FEC complexity supporting the full range of info block lengths and code rates with reasonable granularity should be compared instead of single info block length with some code rate. However, many implementations efforts found in the literature have different code block sizes and code rates. 



Required area and energy efficiencies to fulfil eMBB requirements

· In general, maximum baseband power of a smartphone is in the range of 1-3 W. FEC decoding is one part of the baseband processing, where all the power will not be available for the FEC decoding process. Assuming maximum 1W is available for decoding, we would require less than 50 pJ/bit energy efficiency to deliver 20 Gbps peak data rates.
· Chip area efficiency is also important to understand the amount of chip area that we would like to allocate for the decoder. For UEs, 10 mm2 chip area is typical assumption in many implementation efforts on turbo codes. Assuming similar size would be good for the NR decoder implementations. This requires 2 Gbps/mm2 area-efficiency. 

In Annex I, we review findings of implementation efforts and present a summary with Tables for single block and multiple block support scenarios.

Observation 2: It is well understood from the literature that polar and turbo codes do not have the capability of supporting high throughput scenarios. 

Possible Solutions: Solutions 1, 4, and 5 seems capable of supporting high throughput implementation as LDPC codes included in the solutions. 

Step 3: Low latency requirements
Latency aspects can often acquire by the implementation throughputs. Therefore, following implementation complexity is helpful to get an understanding about the decoding latency. Turbo codes and Polar codes seem to have higher latencies when the block size is large. It is well understood that LDPC codes are inherently parallelizable, thus, provide very low latencies for a wider range of block sizes. Moreover, Polar codes have minimum latency constraint coming from code construction and serial nature of decoding. Therefore may not able to go below certain latency limit and could restrict future developments and latency requirements in decoding. Considering these aspects, we can easily narrow down the coding schemes.
Possible Solutions: Solutions 1, 4, and 5 are capable of supporting low latency requirements of eMBB. 

Step 4: Check the flexibility requirements
The flexibility requirements agreed in Ran1 #84bis contains the following:  
1.    Variable code length 
2.    Variable code rate
3.    HARQ 
Ran1 #86 also decided that NR coding scheme should support both chase combined (CC) or incremental combining (IR). Therefore, the solutions we discussed above should support all three flexibility requirements. In Table 1, we summarize flexibility concerns under each solution.  







Table 1: Flexibility concerns of coding solutions 
	LDPC only
	Turbo Only
	Polar only
	LDPC + Turbo (for Flexibility)
	LDPC + Polar (for flexibility)

	Limited flexibility of PCM
	Full flexibility of PCM
	
	
	
	

	Encoding and decoding limited to a set of block sizes. 

All other blocks can be supported with shortening

Very high hardware throughputs can be achieved for the decoders
	Encoding and decoding are supported with finer granularity of block sizes

Very high hardware throughputs are not available with ASICs. 

Investigations shows that hardware throughputs will not significantly affected when providing full flexibility
	Encoding and decoding are supported for finer granularity of block sizes

Good hardware implementation is not available t support single block or multiple block sizes
	Encoding and decoding are limited to a set of block sizes (2N). 

All other code rates are supported via puncturing schemes (additional complexity and latency)

Good performances can be obtained only with List CRC decoders, where hardware throughputs are not good. 
	Turbo encoding and decoding is supported with finer granularity at lower TBS region. Higher granularity with LDPC. 

One decoder will always in idle state and area-efficiency of the decoder is poor

Multi-mode decoders (capable of decoding both turbo and LDPC) do not have good implementations
	Polar encoding and decoding are supported with finer granularity at lower TBS region. Higher granularity with LDPC. 

One decoder will always in idle state and area-efficiency of the decoder is poor

Mother code of the polar is limited to 2^N. 
Ex: Rate 1/6 and block size 600 may operate with 4092 block polar code. 

	Support for all code rates 
	Support for all code rates 
	1/3 mother code rate, where performance degraded at highest code rates
	Different code rate support also depends on the puncturing algorithms 
	Not solving the issues of having performance loss at higher code rates at lower block sizes
	Different techniques should be used outside decoder for polar and LDPC

	Both CC and IR HARQ can be supported with good performances
	Both CC and IR HARQ can be supported with good performances
	Both CC and IR HARQ can be supported with good performances
	Low latency supported IR HARQ schemes are not available, and other solutions perform worse compared to CC HARQ. 
	Could support CC and IR HARQ
	Polar may not suitable to support IR HARQ




In summary, we can formulate following observations, 
Observation 3: Flexibility should not only discuss based block size but also for code rate and HARQ flexibilities.  
Observation 4: All coding solutions have implementation and performance concerns when supporting full flexibility of code blocks, code rates, HARQ
Observation 5: LDPC Limited flexibility is only with encoding/and decoding and many other techniques are available to do that outside the encoder and decoder. 
Observation 6: LDPC + Turbo or LDPC + Polar is not helping to improve the flexibility as it may create other concerns.
· Hardware throughputs always reduced by having two codes where one code will be idle at a given time. 
· Turbo used for lower blocks will also operate with all code rates. Turbo has limited code rate flexibility of encoding and decoding where it always operates on rate 1/3. 
· Polar has concerns when providing different rates and block sizes as encoding and decoding always use 2N  
· IR HARQ is not fully supported by Polar. 
Possible solution: Solutions 1 has the least concerns when supporting flexibility. 
Proposal 1: Considering performance, implementation complexity, latency, and flexibility, it seems that LDPC only is the best possible solution we have at this moment and should be selected as the eMBB coding scheme. 

2.3 Discussion
Implementation complexity aspects of the LDPC shows remarkable gains over other candidates when considering single code rate and block sizes. A similar gain is visible when considering multiple code rates. However, implementation efforts are not available (literature) for fine granularities of code rates and block sizes. In practice, many standardized LDPC schemes are designed for a set of parity check matrices with fixed code rates and block size. Other block sizes and rates are usually supported via shortening and puncturing/repetition techniques outside the encoder/decoder unit. Accordingly, support for multiple code block sizes and code rates is still possible with LDPC. 

To our understanding, flexibility and implementation complexity are competing aspects, where some losses can be expected in the hardware throughputs when supporting finer granularity of the code lengths. We may find many methods to provide flexibility for LDPC codes, but we should be careful not to overdesign the coding scheme just to make sure that all blocks to be supported with the best performance. For eMBB, we expect larger transport blocks (TB) when delivering 10’s, 100’s to 1000’s of Mbps of throughputs. Consequently, we will use largest code block size in the code segmentation. Use of smaller TB size may become an unlikely scenario in the eMBB scenario. Therefore, we can focus on a smaller set of code block size support for the eMBB applications and provide other block size support with shortening and puncturing methods to preserve good implementation benefits having the coding scheme simple as possible.  

Proposal 2: eMBB coding scheme shall support a smaller set of block sizes to guarantee implementation efficiency requirements of eMBB. Additional flexibility can be introduced as optional features, and that will guarantee the future-proof coding scheme.  
  
3	Conclusion
Observation 1: For all code blocks and code rates in agreed simulation assumptions, all codes performance equally better when we assume realistic assumptions for decoding and code constructions. All codes can improve their performances by assuming quasi-ML type or ML decoding algorithms. 
Observation 2: It is well understood from the literature that polar and turbo codes do not have the capability of supporting high throughput scenarios. 

Observation 3: Flexibility should not only discuss based block size but also for code rate and HARQ flexibilities. 
 
Observation 4: All coding solutions have implementation and performance concerns when supporting full flexibility of code blocks, code rates, HARQ
Observation 5: LDPC Limited flexibility is only with encoding/and decoding and many other techniques are available to do that outside the encoder and decoder. 
Observation 6: LDPC + Turbo or LDPC + Polar is not helping to improve the flexibility as it may create other concerns.
· Hardware throughputs always reduced by having two codes where one code will be idle at a given time. 
· Turbo used for lower blocks will also operate with all code rates. Turbo has limited code rate flexibility of encoding and decoding where it always operates on rate 1/3. 
· Polar has concerns when providing different rates and block sizes as encoding and decoding always use 2N  
· IR HARQ is not fully supported by Polar. 
Proposal 1: Considering performance, implementation complexity, latency, and flexibility, it seems that LDPC only is the best possible solution we have at this moment and should be selected as the eMBB coding scheme. 
Proposal 2: eMBB coding scheme shall support a smaller set of block sizes to guarantee implementation efficiency requirements of eMBB. Additional flexibility can be introduced as optional features, and that will guarantee the future-proof coding scheme.  
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Annex I
Here, we summarize some implementation efforts on LDPC, Turbo, and polar coding schemes. The intention of this study is to understand the key differences of the coding schemes and their capability of supporting flexible code rates and block sizes. Many implementation studies can be found in the single code block and single coding rate scenario, while multiple code rates and block size cases are only available for the standardized technologies. 
Single code rate and block sizes
Several implementation efforts of eMBB channel coding candidates are summarized in Table 2. 

Table 2. Implementations for single code rate and block size
	
	LDPC
	Turbo
	Polar

	Reference
		[4]
	[5]
	[6]
	[7]
	[8]
	[9]
	[10]
	[11]

	Technology (nm)
	65 
	65
	65
	65
	45
	65
	40
	65

	Decoding algorithm
	Split threshold min-sum
	Offset min-sum
	Split threshold min-sum
	Partial parallel
Sum-Product
	Max-log-MAP
	Max-log-MAP
	Fast SSC
	BP

	Code length/ standard
	2048
	2048
	2048
	672
	6144
	6144
	1024
	1024

	Code rate
	0.84
	0.84
	0.84
	0.8125
	0.75
	-
	1024
	0.5

	Clock(MHz)
	195
	700
	100
	185
	40
	500
	1000
	410
	248
	300
	50

	Chip area (mm2)
	4.84
	5.35
	5.10
	0.16
	11.1
	109
	-
	1.48

	Throughput (Gbps)
	92.8
	47.7
	6.67
	85.68
	18.36
	5.6
	3.7
	15.8
	254.1
	4.7
	0.77

	Area-efficiency (Gbps/mm2) 
	19.1
	8.9
	1.2
	16.8
	3.6
	35
	0.34
	0.145
	-
	3.17
	0.52

	Energy-efficiency (pJ/bit)
	15
	58.7
	21.5
	13.6
	3.9
	17.65
	2105
	608
	-
	102.1
	23.8

	Maximum latency (ns)
	56.4
	137
	960
	81
	375
	-
	-
	-
	1470
	-
	-



· Turbo implementations efforts show inferior performance considering both area and energy efficiencies. Supporting 20 Gbps throughputs with 1 W baseband power at the UE would require energy efficiencies around 50 pJ/bit, which is not possible with available turbo decoder implementations.

· LDPC have considerably good implementations due to parallelized architecture and flexibility of code design, and they are suitable to fulfill NR requirements. 

· Polar coding implementations are relatively immature, where implementations efforts are only available for SC and iterative decoding. Polar list-decoder implementations with high throughputs are not yet available. The list decoding increases memory usage and also complexity dramatically depending on the list size, and this may not be a feasible option to provide very high throughputs. 

Multiple code rates and block sizes
Several implementation efforts with multiple code rates and block sizes are summarized in Table 3. 

Table 3. Implementations for multiple code rates and block sizes
	
	LDPC
	Turbo

	Reference
	[12]
	[13]
	[14]
	[15]
	[16]
	[17]

	Technology (nm)
	90
	28
	65
	65
	65
	45

	Decoding algorithm
	Stochastic
	Min-sum
	New
	Partial layered
BP 
	Max-log-map
	Max-log-map

	Code lengths (standard)
	672 (802.15.3c)
	672 (802.11ad)
	672 (802.11ad)
	2304
	All block sizes in LTE
	All block sizes in LTE

	Code rates
	1/2, 5/8, 3/4, 7/8
	1/2, 5/8, 3/4, 13/16
	1/2, 5/8, 3/4, 13/16
	1/2 – to - 1
	All code rates
	All code rates 

	Clock(MHz)
	768
	260
	400
	1100
	410
	600

	Chip area (mm2)
	2.67
	0.63
	0.575
	1.96
	2.46
	2.004

	Throughput (Gbps)
	7.9
	12
	9.25
	1.28
	1.01
	1.67

	Area-efficiency (Gbps/mm2) 
	2.97
	19
	16.08
	0.65
	0.41
	0.83

	Energy-efficiency (pJ/bit)
	55.2
	30
	29.4
	709
	1870
	520

	Maximum latency (ns)
	-
	-
	-
	-
	-
	-



· Supported code rates and block sizes in the implementation efforts are often limited by the considered standard. For LDPC, the flexibility of the coding rates and block sizes are not the same as in LTE implementations. 

· Polar coding scheme does not have multi code rate and block size implementation efforts. In theory, freezing mechanism may allow flexibility also in coding rates and code lengths with optimal construction for each case. Code constructions depend on the channel and puncturing positions should be determined prior encoding and decoding with complex algorithms. Therefore, such implementations can be far away from actual realizations. 

· LDPC coding scheme seems not affected by introducing several code rates. However, implementation complexity is higher when the very smaller granularity is considered for code rates.  
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