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Introduction
In the RAN1#85 meeting, it was agreed that the implementation complexity of candidate channel codes for NR should be further studied [1]. Therefore, companies are encouraged to bring evaluations of the complexity of channel coding/HARQ schemes including at least 
1) Energy efficiency: energy per decoded information bit (nJ/bit) and
2) Area efficiency: information bit throughput per area unit (Gbps/mm2) 
For fair comparison, FEC complexity supporting the full range of information block lengths and code rates with reasonable granularity (details FFS) should be compared instead of single information block size with some code rate. Furthermore, companies should provide details of the range of information block lengths and code rates for which their complexity evaluations are conducted.
In the RAN1#86 meeting, it was concluded that companies are encouraged to provide any remaining details of the flexibility requirements and how they can be satisfied, and corresponding implementation complexity and any impact of performance [2].
In this contribution, we discuss energy and area efficiencies of LTE turbo code [3] and a quasi-cyclic (QC) LDPC code among the candidate channel coding schemes. For fair comparison, we compare LTE turbo code with a QC LDPC code supporting the same granularities for information block lengths and code rates as LTE turbo code. The proposed flexible QC LDPC code can support variable information block sizes from a few tens to a few thousands by the lifting and shortening techniques in [4]. Furthermore, it can also support variable code rates from 1/3 to 8/9 by puncturing of bits, as described in [5]. The parity-check matrix and the performance of the QC LDPC code are presented in [4-6]. 
 
LDPC Decoder Architecture
In this section, we introduce the overall QC LDPC decoder architecture and its implementation complexity aspect based on the public literatures, before describing about the flexible QC LDPC decoder.
Generally, there are 3 classes as the common LDPC decoder architecture: full-parallel, row-parallel and block-parallel [7]. Among these classes, the row-parallel architecture [8-11] can provide a high throughput of up to tens of Gbps, while its routing complexity can still be kept low, permitting a high energy and area efficiency. Considering the requirement of eMBB use case with high data rate up to 20Gbps, we will analyse decoder complexity based on row-parallel decoder architecture. 
The high-level architecture for row-parallel LDPC decoder is shown in Fig 1. The decoder consists of 4 major blocks, which are variable nodes (VNs) including memory blocks, check nodes (CNs), shifters (back and front), and routers (pre and post). Taking an example of LDPC codes in IEEE 802.15.3c, the used parity-check matrices have code size of 672 with 32 sub-blocks of size 21. Then VNs are combined into 32 groups of 21 VNs, called a variable node group (VNG). Each VN within a VNG connects to one port of a 21-input shifter to implement the sub-matrix shifts. The outputs of the shifter are further routed by the pre-routers, which connect to one of the 32 inputs of the 21 CNs. The outputs of each CN go through inverse shifting using post-routers and another set of shifters. In some other implementation architecture, routing operation can be expressed by integrating with shifting operation, called a routing network.


Figure 1: High-level architecture for row-parallel LDPC decoder in IEEE 802.15.3c

In Table I, we present the implementation results in the reference [9] to find the complexity aspects of each component block within decoder architecture. “Others” in Table I means all the complexity for other modules except VNs and CNs, for example, “Others” contains shift operation and routing operations, and so on. Note that we assume that we employ the shifting network based on common barrel shifter. 
Table 1 Gate count and power distribution of key module of LDPC decoder
	Module
	Gate count
	Power

	VNs
	352.3k
	258.2mW

	CNs
	170.5k
	124.3mW

	Others
	124.2k
	50.9mW



In this evaluation, barrel shifter is used as a shift operation and its complexity can be deduced by the following analysis. Generally, a barrel shifter consists of  2:1 multiplexers for each input bit, where P is the input/output size of shifter, i.e., the dimension of sub-block in QC LDPC. Applying to the example of IEEE 802.15.3c decoder,  = 105 multiplexers are required for each barrel shifter. Since the number of VNG is 32 and the widths of input bits of front and back shifters is 6 (V2C message, 6 bit) and 16 (C2V message, 5bit for 1st min magnitude + 5bit for 2nd min magnitude + 5bit for 1st min position + 1bit for sign bit), respectively, the shifter operation in the example requires totally  multiplexers. Consequently, the shifter operation in “Others” requires about 74k gate counts and it is 11.4% of total decoder complexity.
Barrel shifters alone cannot guarantee that each output of VN will go to correct CN if we use a layered structure with a granular CN shown in [12]. Granular CN needs two extra sets of routing to allow this. Pre-routing comes before the CN and selects which VNGs connect to a particular section of the CN. Post-routing comes after the CN and, for each VNG, selects which section’s output to send back to the VNGs. In this evaluation, Pre-routing requires  multiplexers since the number of pins is 672 and input bit width of pre-routing is 6 bits while post-routing requires  multiplexers since the number of pins is 672 and input bit width of post-routing is 22 bits. The other portion of “Others” consists of early termination block and control logic, and so on.
Flexible LDPC Decoder
IEEE 802.15.3c decoder described in Section 2 is a kind of “inflexible” LDPC decoder with only one shifting size, 21 for all used parity-check matrices in the standard. To support length-flexibility for LDPC codes, the various sizes of sub-blocks should be applicable for parity-check matrices. In other words, “flexible” LDPC codes should support arbitrary shifting size within the specified range.
Detailed analysis on shifting networks for flexible LDPC code is described in [13]. As summarized in this contribution, the flexible LDPC decoder requires 2 times more complexity of the shifting operation than inflexible LDPC decoder. Considering the example in Section 2, the complexity of the shifting operations requires about 74k gate counts additionally to support flexible shifting operation and it means the increase of 11.4% hardware (HW) complexity to the total decoder complexity. Therefore, the additional complexity for supporting flexible LDPC code is not a critical problem in the implementation point of view.

Observation 1: The additional HW complexity for supporting a flexible LDPC code with arbitrary sub-block size is not a critical problem, as compared with that of inflexible LDPC codes. (About 10% complexity increases)

Scaling to Flexible LDPC codes From Existing Results
In Section 3, we analysed the complexity impact of shifting operation to support only length compatibility. In this section, we evaluate the overall decoder complexity when supporting the full flexible LDPC code. Here, the full flexible LDPC code means the LDPC code supporting not only length-compatibility, but also the rate-compatibility for IR-HARQ. For fair comparison, we assume the flexible LDPC code supports length and rate compatibilities comparable to LTE turbo code and furthermore, we adopt the flexible QC LDPC code proposed in [4] whose parity-check matrix is obtained by a concatenation of a high rate QC LDPC code and many single parity-check codes.
We evaluate the overall decoder complexity for the flexible QC LDPC code proposed in [4], based on the analysis in Section 2 and some results of [14]. To estimate HW complexity of the flexible QC LDPC code, we apply a scaling technique to the values of throughput, energy and area in existing results. Our scaling analysis in [14] can be summarized as Table 2. 
Table 2 Scaling Results for LDPC Codes
	Code Rate
	1/3
	1/2
	8/9

	Throughput
	2.7 times increase
	3.5 times increase
	7.1 times increase

	Area
	At most 38.7 times increase

	
	VNU (logic only)
	10.9 times increase

	
	CNU
	4.6 times increase

	
	Interconnect networks
	At most 38.7 times increase

	
	Memory
	At most 38.7 times increase

	Area efficiency (Gbps/mm2)
	Reduced to 7%
	Reduced to 9%
	Reduced to 18%

	Energy efficiency (nJ/bit)
	3.6 times increase
	2.9 times increase
	Reduced to 93%


* The basis for comparison is the HW complexity for IEEE 802.15.3c in Section 2 and 802.11ad in [24]

The required number of multiplexers for shifters of the flexible LDPC can be calculated by  since a flexible shift network requires about  multiplexers, a decoder requires 38 back and front shift networks, and total bit width is 22. Therefore, as compared with inflexible QC LDPC code, the proposed QC LDPC decoder requires 34.7 times more multiplexer to implement its shifters than those of existing results for IEEE 802.15.3c in Section 2 and/or 802.11ad [24]. From above results, we can believe that the analysis in Table 2 is also reliable.
[bookmark: _GoBack]Based on the existing literature and our analysis, the energy and area efficiencies for LTE turbo and inflexible and the proposed flexible LDPC codes are presented in Figures 2, 3, and 4. Note that in the case of the proposed flexible LDPC code, the results are obtained by the scaling method in Table 2. It is obviously that for high rate, energy and area efficiencies of flexible LDPC decoders are much better than those of Turbo decoders. Note that we consider the scaled area of LDPC decoder with mother code rate 1/3 for comparison. 
For low code rate, they have similar area efficiency, however, flexible LDPC decoder still have better energy efficiency than LTE turbo decoder.

Observation 2: The energy and area efficiencies of a flexible LDPC decoder are much better than those of LTE turbo codes. For low code rate, they have similar area efficiency, however, the energy efficiency of a flexible LDPC decoder is still better than that of LTE turbo code.
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Figure 2: Energy and Area Efficiencies of Turbo and LDPC Decoders at High Code Rate
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Figure 3: Energy and Area Efficiencies of Turbo and LDPC Decoders at Half Code Rate (1/2)
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Figure 4: Energy and Area Efficiencies of Turbo and LDPC Decoders at Low Code Rate (1/3)

Proposal 1: A flexible QC LDPC code should be adopted as channel coding scheme for eMBB data channel. 

Observations and Proposals 
In this contribution, we present the following observations and proposal for efficient implementable LDPC codes. 

Observation 1: The additional HW complexity for supporting a flexible LDPC code with arbitrary sub-block size is not a critical problem, as compared with that of inflexible LDPC codes. (About 10% complexity increases)
Observation 2: The energy and area efficiencies of a flexible LDPC decoder are much better than those of LTE turbo codes. For low code rate, they have similar area efficiency, however, the energy efficiency of a flexible LDPC decoder is still better than that of LTE turbo code.

Proposal 1: A flexible QC LDPC code should be adopted as channel coding scheme for eMBB data channel.
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