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1. Introduction
For NR eMBB, downlink peak rate is required to achieve 20 Gbps and uplink peak rate is required to achieve 10Gbps. So the throughput of eMBB encoder/decoder will be much higher than that of LTE, therefore throughput should be the primary KPI for eMBB channel coding schemes.
Figure 1 gives an illustration of throughput and code rate based on the observation of LTE’s MCS table.  
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Figure 1 Throughput vs. code rate for LTE MCS table
From Figure 1 we can see that the throughput at code rate 0.3, 0.4, 0.5, 0.6, 0.7, and 0.8  needs to support about 10%, 20%, 40%, 50%, 60%, 70% and 80% of the maximum system throughput respectively. The maximum throughput is obtained with the highest code rate of 0.927.  It is clear that high data throughput is always associated with high code rate.We think this rule should also apply to NR eMBB.
The organization of this contribution is that: from section 2 to section 4, we study the basic ideas of the LDPC, Turbo and Polar decoders. In section 5, we compare the complexity and throughput of these 3 candidates for eMBB. In section 6, the conclusion is drawn.
2. LDPC code
The basic structure of LDPC decoder is shown in Figure 2. The soft information propagated between CNU and VNU at a parallelism level P. There are two kinds of parallel decoding schedule for LDPC. One is flooding schedule, another is layered schedule.
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Figure 2 Architectures of LDPC decoder

In flooding schedule, decoder first computes all messages from the variable nodes towards the check nodes and then computes the messages from the check nodes back to the variable nodes. Flooding schedule can be used for fully parallel, row-parallel and block parallel decoder architectures. The row-parallel architecture is conventionally used due to its high throughput and low routing complexity features. 
[3] gives a design of row parallel of LDPC decoder. The decoder fully parallelizes the variable nodes (VN) and layer serializes the check nodes (CN). The flooding decoding schedule optimally utilizes the five-stage pipeline as shown in Figure 3. In the first stage, the VN outputs the marginalized V2C and the barrel shifter reorders the messages. The second stage consists of the pre-routing and global wiring to the check node. The CNs process their inputs in the third stage and route the messages back to the VNs across the global wires in the fourth stage. In the fifth stage, the VN accumulates the serial messages over three or four cycles. Dual frame processing [4] as shown in Figure 4 can be employed to further improve the throughput.
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Figure 3 Pipeline stages for flooding scheduled row-parallel decoder
[image: image4.png]Iteration i

»S
R2 [ PS Iteration i+1
4oydesall | VC[RI[CS[R2[PS
VC|[Ri[Cs[R2|PS
VC|Ri[Cs[R2[PS
VC[Ri[Cs[R2 | PS





(a)

[image: image5.png]Frame 1, Iteration i

VC[Ri[CSR2 [ PS
VC[Ri[CS[R2[PS
VC[Ri[CS[R2[PS
VC|RI[CS[R2 [ PS | Frame2, Iteration j
VC[Ri[CS[Ra[PS
VC|[Ri[CS[R2[PS
VC[Ri[Ccs[Ra[PS
VC|RL|CS[R2[[PS] Frame 1, Iteration i+1
VC[Ri[CS[R2[PS
VC|Ri[CS[R2[PS
VC[Ri[Cs[R2[PS
VC[Ri[CS[R2 [ PS
VC[Ri[Cs[R2[PS
VC|[Ri[CS[R2[PS
VC[Ri[CS[R2
VC[Ri[cs

Frame 2, Iteration j+1





(b)

Figure 4  (a) single-frame decoder (b) dual-frame decoder
In the layered schedule, as shown in Figure 5, first all the messages flowing into and out of the first layer (i.e., check node) are calculated. Then, the messages flowing into and out of the second layer are calculated, possibly using the information that has already been updated by the first layer, etc. Therefore, layered schedule can lead to a significant reduction of the number of iterations required to achieve a target BLER when compared with the flooding schedule. 
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Figure 5 pipeline stages for layered schedule row based decoder

[5] and [6] present an LDPC application-specific instruction set processor (ASIP) using the row-based architecture with layered scheduling, which is both area and energy efficient even compared with the ASIC design. Every layer decoding takes three cycles. In the first cycle, the posterior information is read from 16 data memories, then passed through the barrel shifter and finally subscribed by the ‘extrinsic’ information to produce the a priori information. In the second cycle, the CFU take charge of finding the minimum absolute value and overall sign of all the fed in a priori information. In the last cycle, the output module generates the updated ‘extrinsic’ information, added by the pre-stored a priori information and then directly written back to the data memories.
Complexity and throughput consideration for low code rate LDPC:
There is a comment that LDPC decoder is complex due to low code rate parity check matrix with large size. However, [4] tells us that if we use QC-like LDPC, and row parallel decoding architecture, the decoding complexity can be independent of the number of rows. The check node units and memory can be reused for each layer. As shown in Figure 6, the shaded part represents the section of the parity check matrix that is processed simultaneously.
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Figure 6 Row parallel architecture
For example, as for the base matrix proposed in [7], also shown in Figure 7, the complexity of decoder is determined by the row with maximum degree (max row weight, which is 10) in the red rectangle area and parallelism level. To lower the code rate, we need to add extra columns and rows out of the red rectangle area. However, this will not increase the complexity because:
1) Each extra column right outside the red rectangle area only has degree of 1, which means no extra VNU is needed for these columns;
2) Each extra row below the red rectangle area has degree less than the max degree in the red rectangle area, which means that the number of VNU for rows in red rectangle area is sufficient for the whole base matrix.
Therefore, with regards to decoding complexity for low code rate, we don’t need extra VNUs, just more row layer operation. If the parallelism level unchanged, the decoder area is not necessary to increase, just increases the number of layer (=latency) for lower code rate. If we use flooding schedule decoder, the increasing of the latency is not a problem. Even for layered decoder, increasing of latency for low code rate is not vital either, since low code rate takes no responsibility for peak data rate. The detailed illustration for the relationship between code rate and throughput can be found in [8].
Furthermore, compared to IEEE 802.11ad’s base matrix (which has max of 16 VNUs in code rate 13/16), the base matrix proposed in [7] has less row weight. A lower complexity decoder for LDPC proposed in [7] can be expected.
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Figure 7 Example of low complexity LDPC’s base matrix 
Observation: With proper design for LDPC, the decoding complexity is not necessary to increase for low code rate LDPC.
3. Turbo code
An efficient way to achieve high throughput turbo decoder is to use parallel decoder architecture. The most widely used parallel architecture is based on sliding-window soft-input soft-output (SISO) maximum a-posteriori (MAP) component decoders.

In this architecture, a code block is divided into multiple sub-blocks. Each sub-block is again divided into several windows. Each sub-block is processed independently by a dedicated MAP decoder. The corresponding sub-block trellis in such a MAP decoder is serially processed on window level. 

The approximated BCJR algorithm amounts to a forward and backward recursion through the trellis. The forward state-metrics generated at the end of window m are used as initial forward state-metrics for the adjacent window m+1. However, since the backward recursion evolves from the end of the window to its beginning, suitable initial values for the backward recursion have to be estimated. 

Conventionally, acquisition runs technique (ACQ) [9], as shown in Figure 8, has been widely adopted in turbo decoder implementation to initialize the window boundaries and sub-block edges. In each window, a dummy backward state metric “dummy beta” (starting from uninitialized state-metrics), forward state metric “alpha”, backward state metric “beta” and LLR are computed. Note that in order to facilitate hardware implementation and to allow for a concurrent processing of backward and forward state-metrics on the adjacent two windows respectively, the window length is often chosen to be equalled to the required acquisition length. The initialization of the state-metrics at the subblock edges is typically performed over the sub-block boundaries to increase their reliabilities. In particular, the forward state-metrics in the first window of the pth SISO decoder are initialized with the forward state-metrics computed at the end of subblock p-1. Similarly, the last dummy backward-recursion in the pth decoder is run over the first window of subblock p+1.
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Figure 8 ACQ approach turbo decoder with two windows

Another approach named state-metric propagation (SMP) [10], as shown in Figure 9, for window boundaries initialization has gained significant interest mainly due to its good VLSI implementation efficiency when high code rates have to be supported. Instead of the dummy calculation, SMP utilize the boundary of “alpha” and “beta” from the previous iteration to initialize them in the current iteration. Therefore, no dummy state-metric recursion is needed for this SMP approach.
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Figure 9 SMP approach turbo decoder with two windows

However there are some limits of these parallel decoders including: (1) for ACQ decoder: large amount of trellis are required for warm up the decoding process for high code rate; (2) for SMP decoder: lower convergence speed of turbo decoding due to uninitialized backward state-metrics during the first two half-iterations ;(3) both for ACQ and SMP decoder: limit of parallelism, for example, the maximum parallelism is 64 bit per clock cycle at which conflicts are avoided by the QPP interleaver.

More recently, an SMP based ACQ (SAA) decoder has been proposed [11]. SAA approach is based on dummy backward-recursions to obtain reliable initial values for the recursive computation of the backward state-metrics. However, in contrast to pure ACQ, where the dummy backward-recursions start from uninitialized state-metrics, the backward state-metrics propagated from the previous iteration is used as start values in order to increase the reliability of the obtained initial values. In [11], the author says SAA decoder can achieve a throughput in excess 1 Gb/s over full range of code rate without any concessions in BER performance. However, in [12], which is the detailed description of the prototype, the BER performance for high code rate is questionable, since the ideal performance of turbo decoder for high code rate in [12] is too poor to be used as the bench mark for comparison.

To improve the throughput, a fully parallel turbo decoder (FPTD) has been investigated [13]. The authors say the FPTD VLSI achieves a processing throughput up to 15.8 Gb/s. However, the core area is also up-to more than 109 mm2, and the power consumption is unacceptable 9618 mW. 
In RAN1#85 meeting, a low-complexity turbo decoding method named “T-SOVA” (trimming-SOVA) was proposed, with simulations results provided showing that T-SOVA had a much closed performance with Log-Map. However, to our understanding, T-SOVA is a kind of simplified SOVA. The performance of T-SOVA should not exceed that of SOVA. Furthermore, SOVA is usually worse than Log-MAP in terms of performance. For example, the simulation results in [23] clearly show an inferior performance (up to 0.5 dB loss in AWGN) of T-SOVA compared to Log-MAP. With this, the feasibility of T-SOVA method for high performance turbo decoding should be investigated further. 
4. Polar code
Several decoding algorithms have been proposed for polar code, such as Successive Cancellation (SC), Belief Propagation (BP), SC List (SCL) and CRC-aided SCL (CA-SCL). However, the performance of SC and BP is much inferior to that of SCL and CA-SCL with sufficient list size. In this section, we focus on the complexity for SCL decoder.
SCL decoder proposed in [14] searches the code tree level by level, in much the same manner as does the SC. However, unlike SC where only one path is reserved after processing at each level, related to an information bit, SCL doubles the number of candidates by appending a bit 0 or 1 to each of the candidate paths. It then selects a maximum of l ones with the largest metrics and stores them in a list.
SCL decoder for polar codes with multi-bit decision is proposed [16]. On the SCL decoding tree, nodes are visited every 2K layers, i.e., metrics of nodes in 2K layers can be computed simultaneously for the 2K b-rSCL decoder. Latency is reduced approximately from 3n to n/2K-2. However, as K increases, the number of candidate paths which is 2K-th power of 2, increases rapidly so that path metrics comparison and metric computation become difficult. As a result, for practical implementation K is suggested to be no more than 2 and the latency is approximately n. The 2K b-rSCL decoder does not bring any performance loss.
Recently, a reduced latency list decoding (RLLD) algorithm has been proposed [15]. RLLD algorithm reduces the computational complexity and is of advantage for efficient hardware implementation at the cost of performance degradation. For RLLD, the full binary tree is pruned and some nodes are removed based on some criterion so that fewer nodes need to be visited when SCL decoding is performed.
5. Complexity and throughput comparison
The throughput of flooding scheduled row-parallel decoder for LDPC can be denoted as:
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When using layered BP decoder, the throughput for LDPC can be calculated as:
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The throughput of sub-block parallel turbo decoder can be written as:
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where,
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is typically employed to limit the critical path to the add-compare-select (ACS) delay;
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denotes the window size,  which is different for ACQ, SMP, and SAA decoder, and also different for low code rate and high code rate;


[image: image28.wmf]()

W

l

is the latency for sub-block MAP decoder output , and 
[image: image29.wmf]()2

WW

l

=

is typically employed for ACQ and SAA decoder, and 
[image: image30.wmf]()

WW

l

=

is typically employed for SMP decoder.

Throughput of SCL decoder for polar code is given as [16]:
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 denotes the length of code block;
N  denotes the code length of polar code, which is a power of 2;

K denotes the multi-bits decision level, which means 2K bits can be decoded simultaneously;
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Assume the information length is 6120 bits, and code rate is 0.93, operating frequency is set to 400M Hz. Table 1 compares the calculated throughput for LDPC, turbo and polar codes. Note that, the NLayer is set to 4 for LDPC based on the parity check matrix design in [7]. From table 1, we can see the throughput of LDPC can fulfil the eMBB’s requirement.
Table 1 Throughput calculations of LDPC, Turbo and Polar codes

	
	LDPC
	Turbo
	Polar

	Reference paper
	[3][4]

 REF _Ref458627510 \r \h  \* MERGEFORMAT 
[5]

 REF _Ref458628177 \r \h  \* MERGEFORMAT 
[6]
	[9]

 REF _Ref458629559 \r \h  \* MERGEFORMAT 
[10]

 REF _Ref458629806 \r \h  \* MERGEFORMAT 
[11]
	[16]

	Decoder Type
	flooding
	Layered
	ACQ
	SMP
	SAA
	SCL

	Iteration Number
	20
	10
	5.5
	6
	5.5
	-

	Window size
	-
	-
	134
	32
	32
	-

	Parallelism level
	765
	765
	32
	64
	64
	 8 (K=3)

	Throughput (Gbps)
	30.6
	18.8
	0.6
	1.51
	1.33
	 0.598


Then, we summarize in Table 2 some VLSI implementation of turbo, LDPC and Polar decoders in the literature. For turbo decoders, architectures based ACQ, SMP, SAA and FPTD are presented. For LDPC decoders, both flooding and layered schedule with row parallel architectures are presented. For Polar decoders, we investigate the SCL based architecture. 
Note that the LDPC decoders listed in Table 2 are based on IEEE 802.11ad where the code block length in 802.11ad is fixed to 672 bits. We think the complexity analysis still holds for flexible code length of LDPC code. The reason is that as we have pointed out in section 2, the complexity of decoder is determined by the maximum row weight and parallelism level. When code word length changed, the maximum parallelism level might change accord. However, if we use the same maximum parallelism level as 802.11ad (which is 42) , and limit the max row weight in parity check matrix to no more that of 802.11ad’s PCM, we can get the similar throughput with no increase in complexity.
Table 2 Complexity and throughput comparison of turbo, LDPC and Polar decoders
	
	LDPC
	Turbo
	Turbo
	Turbo
	Polar
	Polar
	Polar
	Polar

	Reference paper
	[4]
	[11]
	[10]
	[13]
	[16]
	[16]
	[16]
	[16]

	technology
	65nm
	65nm
	65nm
	65nm
	65 nm
	65 nm
	65 nm
	65 nm

	Information length
	336
	6144
	6144
	6144
	512
	512
	512
	512

	Code rate
	1/2
	0.95
	0.95
	1/3
	1/2
	1/2
	1/2
	1/2

	Decoding schedule
	flooding
	SAA
	SMP
	FPTD
	2b-rSCL (List size=2)
	4b-rSCL (List size=2)
	2b-rSCL (List size=4)
	4b-rSCL (List size=4)

	Throughput (Gbps)
	0.5
	6.0
	9.0
	1.013
	0.15
	0.255
	0.131
	0.201
	1.28
	15.8

	Core area (mm^2)
	1.6
	2.49
	8.3
	109
	0.97
	1.06
	1.98
	2.14

	Frequency(MHz)
	30
	360
	540
	410
	600
	500
	525
	400
	400
	100

	Average Iterations
	Max of 10
	5.5
	Max of 6
	39
	-
	-
	-
	-

	Power(mW)
	11.8
	373.6
	782.9
	966
	321
	395
	734
	718
	845
	9618

	Energy Eff (pJ/ bits)
	21
	61.7
	89.5
	170
	2140
	1549
	5603
	3581
	110
	609

	Area Eff (Gbps/mm^2)
	0.31
	3.75
	5.63
	0.41
	0.155
	0.241
	0.066
	0.094
	0.154
	0.145


Table 2 compares complexity and throughput of turbo, LDPC and Polar decoders in some published literature. We can see that LDPC has an attractive feature for the case of high throughput with low power consumption and high chip area efficiency. Therefore, our conclusion is LDPC is more suitable for eMBB data channel especially for high throughout scenario.
Proposal:  Adopt LDPC as the channel coding scheme for eMBB data channel at least for high throughput scenario.
6. Conclusion
In this contribution, we provide the complexity, throughput and latency analysis of LTE turbo, LDPC, and Polar code.  We have the following observation.
Observation: With proper design for LDPC, the decoding complexity is not necessary to increase for low code rate LDPC.
We also have following proposal:
Proposal: Adopt LDPC as the channel coding scheme for eMBB data channel at least for high throughput scenario.
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