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1. Introduction

To investigate the performance as a function of the different sizes of the information block sizes and the different code rates, we select several information block sizes and code rates. In this document, we compare performance and complexity of existing Turbo and LDPC codes based on the agreed assumptions in last meeting.
2. Comparison of Turbo vs. LDPC codes
2.1 Simulator parameters

	
	Turbo codes(TC)
	LDPC codes

	Specific scheme
	LTE based TC except K=8192 interleaver [1]
	802-11n/DVB-S2/DVB-NGH based on rate-matching

	Decoding algorithm
	Max-log-Map
	Min-Sum

	Decoding iteration
	8
	30


2.2 BLER performance w.r.t information block length
In the following figures show BLER performance comparison of TC and LDPC code with respect to information block length. We use (972, 1944) LDPC code (mother code rate 1/2) for comparison. Now that the information block length for the evaluation is not exactly matched with the existing LTE TC and LDPC code, with information block length K=1000, we use K=1008 for TC and K=972 for (972, 1944) LDPC code without any shortening or segmentation. BLER performance of each coding schemes in case of K=1000 according to code rate is as shown in Figure 1. 
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Figure 1. BLER Performance of the Turbo and LDPC code k≈1000.
With information block length K=2000, we use K=2016 for TC and K=972*2 for (972, 1944) LDPC code with 2 segmentations. BLER performance of each coding schemes in case of K=2000 according to code rate is as shown in Figure 2. 
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Figure 2. BLER Performance of the Turbo and LDPC code k≈2000.
With information block length K=4000, we use K=4032 for TC and K=972*4 for (972, 1944) LDPC code with 4 segmentations. BLER performance of each coding schemes in case of K=4000 according to code rate is as shown in Figure 3. 
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Figure 3. BLER Performance of the Turbo and LDPC code k≈4000.
With information block length K=8000, we use K=8092 for TC and K=972*8 for (972, 1944) LDPC code with 8 segmentations. BLER performance of each coding schemes in case of K=8000 according to code rate is as shown in Figure 4. 
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Figure 4. BLER Performance of the Turbo and LDPC code k≈8000.
Based on the evaluation results shown above, TC outperforms LDPC in all simulated cases, but error floor of TC is observed in smaller block length and higher code rate. We observe that TC has 0.2~1.5dB, 0.5~2.5dB, 0.7~2.3dB and 0.87~2.5dB gains at 10-3 BLER against LDPC with K=1000, K=2000, K=4000 and K=8000, respectively. The minimum performance gap between TC and LDPC has been observed the code rate with 1/2, where the code rate is the same as the mother code rate of LDPC code. 
It is shown that as the block length increases, the gains of Turbo code increase against LDPC due to following reasons:
· TC has the coding gain according to increasing code block size. 

· More segmentation is needed with 802.11n LDPC for medium/large transport block sizes, this leads to a higher transport block error probability.
Despite the generated code rate is the same, the BLER performance is different. Interesting phenomenon is that as long as the generated code rate is close to the mother code rate, the BLER performance is shown better. 

In general, LDPC should have H matrix for all of code rate and information block length that the system wishes to support in order to optimum performance, which results in huge overhead and implementation complexity. Therefore, optimization techniques of LDPC code are required in selection of information block length and code rate to provide flexibility based on limited number of mother codes.

Observation: Optimization techniques of LDPC code are required in selection of information block length and code rate to provide flexibility based on limited number of mother codes.

2.3 Complexity of Turbo vs. LDPC codes with code rate flexibility
The decoding algorithms of LDPC codes have an inherent parallelism which can be exploited by highly parallelized architectures. In practical hardware implementation it has been proposed with partially parallelism instead of fully parallelism due to the fact that the parallel decoder architecture requires relatively large area (including routing congestion). In addition, the parallel decoder architecture is not able to support multiple block sizes and code rates on the same core and thus if full parallelism is applied, the hardware logic will stay idle depending on the code rate, hence an implementation area will be wasted. 
On the other hand, LTE Turbo code does not waste the area because it uses the fixed mother code. It is well known that Turbo code decoding is inherently serial on component, which is limiting factor of Turbo code throughput performance however, up to 15.8Gpbs data rate has been proposed for LTE Turbo code in the recent research, which eliminated the serial data dependence [2]. 
For LTE turbo code, all code rates require the same decoding complexity since all code rates are obtained from the single mother code via puncturing. Therefore, we need 1 decoding unit (Decoding unit is allowed an efficient parallel implementation). In contrast, the LDPC requires multiple of decoding units. On the other hand, for the simple comparison, if we assume that multiple code rates are supported based on LDPC via puncturing similar to Turbo code, LDPC should be designed based on the lowest code rate and other code rates are obtained from puncturing, while complexity of LDPC generally increases as the code rate decreases.

Table 2 shows that the comparison of some implementation results based on the same target decoding throughput and code rate from raw data in table 1. When code rate of [3]=1/2, code rate of [4]=7/8, it achieves processing throughput of 3.08Gbps and 5.79Gbps, respectively. To compare with Turbo codes, Table 2 shows the normalized results of [3], [4] by code rate=1/3. 

Latency can be represented as decoding time for one information block as shown in Table 2, when transport block length=KT, total latency is scaled by KT/K, where K is information block length and KT/K is the number of segmentation, namely the total latency becomes KT/K * latency per decoding unit.
While the table 2 shows that Turbo coding is inferior to LDPC in terms of the power consumption, implementation area, however it should be noted that these values in the table is assuming one information block length. However, in comparison of Turbo code and LDPC should be system perspective instead of single information block length. In other words, as the number of block length and code rate increase, total power consumption and implantation area are accumulated in case of LDPC, however, these values for power consumption and implantation area for Turbo code in the table can be considered for total power consumption and implantation area. 
Table 1. Comparison of high throughput decoders.
	
	[3] LDPC
	[4] LDPC
	[5] TC
	[2] TC

	Frame size [bit]
	336
	588
	6144
	6144

	Clock freq. [MHz]
	150
	197
	600
	100

	Throughput [Gbps]
	3.08
	5.79
	1.67
	15.8

	Power [mW]
	84
	361
	870
	9618

	Area [mm2]
	1.3
	1.56
	2.43
	109

	Latency per decoding unit [ps]
	0.11
	0.10
	3.68
	0.39

	Energy efficiency [pJ/bit]
	27.3
	62.3
	521.0
	608.7

	Normalized area [mm2/Gbps]
	0.42
	0.27
	4.16
	6.90


Table 2. Results of scaling data from Table 1.

	
	[3] LDPC
	[4] LDPC
	[5] TC
	[2] TC

	Throughput [Gbps]
	20
	20
	20
	20

	Power [mW]
	818
	3273
	10419
	12184

	Area [mm2]
	12.6
	14.1
	29.1
	138.0

	Latency per decoding unit [ps]
	0.0168
	0.0294
	0.3072
	0.3072

	Energy efficiency [pJ/bit]
	40.9
	163.7
	521
	608.7

	Normalized area [mm2/Gbps]
	4.11
	2.44
	17.43
	8.73


Proposal: In comparison of Turbo code and LDPC code, total system wise complexity should be compared instead of per information block length and code rate.

3. Conclusions

In this contribution, we discussed performance and complexity of Turbo and LDPC code. Followings are our observation and proposal:
Observation: Optimization techniques of LDPC code are required in selection of information block length and code rate to provide flexibility based on limited number of mother codes.

Proposal: In comparison of Turbo code and LDPC code, total system wise complexity should be compared instead of per information block length and code rate.
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