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1. Introduction

In this contribution we provide system-level simulation results showing performance of different options considered for V2X over PC5. Various concepts of resource pools and resource allocations used to produce the results in this paper are presented in detail in [1], [2]. 
2. Results for centralized resource allocation
In this section we show simulation results achieved by centralized resource allocation based on distances between the UEs, which can be derived from feedback of geographical information [3]. We show results for two transmission options of SA and its associated data: 1) in the same subframe (SSF) and 2) in different subframes (DSF) 
 All results in this section assume the following:

· Message frequency of 10Hz

· SA and data pools are multiplexed in frequency domain, see Figure 9.
· No retransmission for SA and data

2.1 Highway scenarios

In Figure 1 we show simulation results comparing PRR performance of SSF vs. DSF for the highway scenario with 140km/h (highway_fast). In these simulations we use centralized resource allocation and increase the number of users in the system from 124 to 200 and observe the impact on system performance.
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Figure 1 – PRR performance of SSF vs. DSF, highway scenario, 140km/h, centralized resource allocation.

As we can see from Figure 1, when the network load is small compared to available resources (124 users), DSF is more beneficial than SSF. This is because in such low-load scenario, by separating SA and data transmissions into different subframes we can spread out the interference over the whole resource pool, thereby reduces the interfence to each user. In this situation having SA and its associated data transmitted in the same subframe will under-utilize the available resources and the transmit power is split between SA and data. Now, when we increase the number of users, the impact of interference spread-out become less and less and therefore the PRR performance of DSF reduces as we can see in the figure (PRR degrades as the number of users increases from 124 to 200). On the other hand, SSF is more robust since the added load is scheduled in the part of resources that were not utilized before. In the specific example in Figure 1 we use 2 subbands for SA and 2 subbands for data, and the resource pool consists of 100 subframes, hence the performance of same subframe SA-data transmission degrades very little until the number of users reaches 200. If the number of users keeps increasing the PRR performance of both DSF and SSF will degrade but the benefits of SSF listed in our companion paper [1] kick in and results in better performance than DSF. Figure 2 illustrates such a situation in highway scenario with 70km/h (highway_slow).
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Figure 2 – PRR performance of SSF vs. DSF, highway scenario, 70km/h, centralized resource allocation
Observation: 

· For the highway scenario with very few UEs (140km/h): both DSF and SSF can meet the PRR performance requirement, DSF has small gain but quickly vanishes as the number of UEs increases.

· For the highway scenario with higher UE density (70km/h): SSF has significant gain over DSF

2.2 Urban scenarios

Figure 3 compares the PRR performance of SSF vs DSF for the urban scenario with low user density (urban_fast, 60km/h). We plot PRR achieved by two DSF configurations: 1) 6 SA subbands and 4 data subbands (11 RBs each), 2) 5 SA subbands and 3 data subbands (15 RBs each); and one SSF configuration: 4 SA subbands and 4 data subbands (11 RBs each). We see that, thanks to the more flexible way of allocating resources (since the number of SA and the number of data subbands are equal) the DSF can gain a bit over the SSF at short distance. But the gain is quite insignificant and vanishes quickly at larger distance.
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Figure 3: PRR performance of SSF vs. DSF, urban scenario, 60km/h, centralized resource allocation 
Figure 4 below continues the comparison between SSF and DSF for the urban scenario with high UE density (urban_slow, 15km/h). In this case DSF uses 6 SA subbands and 4 data subbands (11 RBs each) while SSF uses 4 SA subbands and 4 data subbands (11 RBs each). We see that eventhough SSF does not utilize all available resources it still outperforms largerly DSF.
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Figure 4: PRR performance of SSF vs. DSF, urban scenario, 15km/h, centralized resource allocation
Observation: 

· For urban scenarios, SSF outperforms DSF
3. Results for distributed resource allocation
This sections show PRR results achieved by distributed resource allocation with sensing presented in [3] and also compares the scheduling alternatives discussed in [1]. 
Scenario 1: Highway 140 km/h (highway_fast)
For the simulations, we consider the parameters in Table 1, in addition to the parameters specified in [5].
Table 1 - Parameters
	Parameter
	Value

	SA/Data multiplexing
	FDM (6RB for SA, 44 RB for data)

	SA repetitions
	2 

	SA bandiwdth
	1 RB

	Data repetitions
	2 

	Data bandwidth
	22 RB


Figure 5 shows the PRR performance of the different schemes in the ‘Highway 140 kmh’ scenario.
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Figure 5: PRR for Highway_fast scenario with distributed resource allocation.
The results show that the proposed algorithm meets the requirements by SA when using an allocation of 22 RB/user (at most two users multiplexed in frequency). Even if a narrower allocation is better from a system capacity point of view (since more users can be multiplexed in frequency), it suffers from a worse link-level performance, in particular due to high speed.
For the sake of comparison, we have included the ideal PRR vs distance performance that can be achieved in this scenario in the absence of interference from other users, in-band emissions, and even half duplex limitations. Note that not even the best resource alocation algorithm can achieve this performance due to the presence of interference and in-band emissions, and to the existence of half duplex constraints. This ideal performance is indicative of the link-level limitations of the system.
Scenario 2: Highway 70 km/h (highway_slow)
For the simulations, we consider the parameters in Table 2, in addition to the parameters specified in [5].

Table 2 - Parameters
	Parameter
	Value

	SA/Data multiplexing
	FDM (6 RB for SA, 44 RB for data)

	SA repetitions
	2 

	SA bandiwdth
	1 RB

	Data repetitions
	2 

	Data bandwidth
	11 RB (default), 22 RB


Figure 6 shows the PRR performance of the different schemes in the ‘Highway 70 kmh’ scenario.
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Figure 6: PRR for Highway_slow scenario with distributed resource allocation.
We observe that narrower allocations are better in this scenario since the UE density is higher. This is observation applies to all scenarios with moderate or high UE densities (‘highway slow’ and both ‘urban’ scenarios).

For the sake of comparison, we have included the ideal PRR vs distance performance that can be achieved in this scenario in the absence of interference from other users, in-band emissions, and even half duplex limitations. Note that not even the best resource alocation algorithm can achieve this performance due to the presence of interference and in-band emissions, and to the existence of half duplex constraints. This ideal performance is indicative of the link-level limitations of the system.
Scenario 3: Urban 60 km/h (urban_fast)
For the simulations, we consider the parameters in Table 3, in addition to the parameters specified in [5].

Table 3 - Parameters

	Parameter
	Value

	SA/Data multiplexing
	FDM (6 RB for SA, 44 RB for data)

	SA repetitions
	2 

	SA bandiwdth
	1 RB

	Data repetitions
	2 

	Data bandwidth
	11 RB (default)


Figure 7 shows the PRR performance of the different schemes in the ‘Urban 60 kmh’ scenario. We include PRR results for all UEs in the scenario as well as results for UEs that are in the same and in perpendicular streets.
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Figure 7: PRR for Urban_fast scenario with distributed resource allocation.

For the sake of comparison, we have included the ideal PRR vs distance performance (for all UEs, UEs in same street, and UEs in perpendicular streets) that can be achieved in this scenario in the absence of interference from other users, in-band emissions, and even half duplex limitations. Note that not even the best resource alocation algorithm can achieve this performance due to the presence of interference and in-band emissions, and to the existence of half duplex constraints. This ideal performance is indicative of the link-level limitations of the system. 

The results show that the SA1 requirement of 0.9 PRR at 150 m is not achievable owing to link considerations alone (i.e., path loss, shadowing, etc.). However, if we consider UEs in the same street and UEs in perpendicular streets separately, we see that some of the SA1 requirements are indeed fulfilled. For UEs in the same street, the PRR is above 0.9 at 150 m, while for UEs in perpendicular streets, the PRR is above 0.9 at 50 m.
Comparison of scheduling options
Finally, we compare the two alternative scheduling options agreed in RAN1#84 and discussed in [1]. 
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Figure 8: PRR performance in several scenarios when scheduling using Option 1 and Option 2
In Figure 8, we show the performance of Options 1 and 2 for three scenarios. We observe that in most cases they have a similar performance. In some cases (in particular, in the ‘highway 70 km/h’ scenario), we observe a slight advantage for Option 1. 
Conclusions

Based on simulation results presented in this paper we observe that FDM between SA and data are essential to achieve good performance, geographical location feedback is useful for centralized resource allocation, and sensing by reading SA and measuring signals are useful for distributed resource allocation. These obsevations confirm our proposals in [1]--[3].
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Appendix B: Detailed Simulation Assumptions

Where not indicated otherwise, the following simulations assumptions were considered:
	Parameter
	Assumption

	Carrier frequency for PC5-based V2V
	6 GHz

	Bandwidth
	10 MHz, 1 carrier

	Synchronization error
	+/-0.1 PPM (frequency) and  +/-0.05 PPM (inter-reference)

	Vehicle UE parameters
	In-band emission
	{W,X,Y,Z}={3,6,3,3} [5]. 

	
	Maximum transmit power
	23 dBm

	Simulation time
	10s


Remaining parameters are according to [4].
Appendix C: Frame structures for V2X

For quick reference we provide the representations of the frame structures for V2X considered in this paper. More details in [1]
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Figure 9: Frequency-multiplexing between resources used for transmission of SAs and for data

