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Introduction
[bookmark: OLE_LINK10][bookmark: OLE_LINK11]In RAN1 #84 meeting, dynamic control overhead assumptions for LTE latency reduction were discussed [1][2]. In this contribution, we show evaluation results of system level evaluation with dynamic overhead of control channel.
Evaluation assumptions
Overhead assumption
The fixed overhead assumptions for sTTI are shown in Table 1. 
[bookmark: _Ref447024819]Table 1 overhead assumptions
	Parameter
	Assumptions

	CRS
	2 ports

	PDCCH length
	2 OFDM symbols

	Overhead in TCP/IP layer
	40bytes (TCP/IP header)

	Overhead in RAN level
	PDCP header: 2 bytes
RLC header: 2 bytes
MAC header: 2 bytes
CRC bits: 24bits


[bookmark: OLE_LINK258][bookmark: OLE_LINK259]

We assume dynamic overhead of DCI increases in proportion to the number of scheduled UEs and their associated aggregation levels. The aggregation level depending on UE geometry is shown in Table 2. It is based on link level simulation of PDCCH DCI format 2C demodulated by CRC in [3]. The relation of selected aggregation levels and geometry CDF are shown in Annex3. 

[bookmark: _Ref447025459]Table 2  (s)PDCCH overhead based on UE geometry
	SINR region[dB]
	(-inf, -2]
	(-2, 1]
	(1, 7]
	(7, +inf]

	Aggregation level
	8
	4
	2
	1

	# of REs
	288
	144
	72
	36



TCP modelling 
We assumed FTP Model 2. TCP connection is closed per file. For each packet, slow start is assumed as shown in Figure 1. 

[image: ]
[bookmark: _Ref447097508]Figure 1 TCP modelling

The other evaluation assumptions are listed in Annex 1. 
Evaluation results
We show the evaluation result of user throughput and packet delay on low load (RU=20%), medium load(40%), high load(60%) and File size = 100kbits, File size = 500kbytes in Table 3 and Table 4. In the results, mean, 95%, 50% and 5% of CDF of user throughput and packet delay are shown, and gains (percentage) from 14symbol-TTI are also shown. The CDF is shown based on the order from the smaller number. i.e. in user throughput, smaller number is poor performance UEs and in packet delay, smaller number is high performance UEs. Additionally, the graphs are shown in Annex 2. 
The gain of latency reduction would come from follows.
· Shorter TCP delay
· More accurate inner link adaptation (MCS selection) thanks to faster CSI report
· More accurate outer loop link adaptation (CQI adjustment) thanks to more/faster HARQ feedback 

[bookmark: _GoBack]From the evaluation results, we can see improvement of user throughput and reduction of packet delay by using shortened TTI. It is because transmission time can be reduced by getting rapid increase of transmission data size in TCP protocol thanks to reduced TCP ACK delay.
The gain of File size = 100kbits is larger than the gain of 500kbyte. In small file size, the throughput is determined mainly TCP feedback loop latency. In large file size, the throughput is determined mainly how fast the data is transmitted over the air as sliding window is adjusted to the throughput of the air. Shortened TTI directly reduces TCP feedback loop latency and shows more gain. In addition, In case of 100kbits File size, interference is more fluctuating. Then faster CSI report and quick outer loop link adaptation by shortened TTI would be the other reason of the gain.
The gain of 50% UPT UE and 95% UPT UE is larger than it of 5% UPT UE. It is because that suitable higher MCS is selected for 50% UPT UE and 95% UPT UE by quick CSI feedback. For 5% UPT UE, quick feedback has not so much gain since MCS is low.
In 5% and 50% UPT UE, 1 symbol TTI is lower UPT compared to it of 2 symbols TTI. The degradation is caused by fixed overhead (CRS/PDCCH/higher layer header) and dynamic overhead (DCI). When very shortened TTI is used, data size in one transport block is smaller than it of normal TTI since time domain resources are limited. Therefore, the ratio of such overhead in the transport block is increased.  If 1symbol TTI is supported, compact DCI and/or RS sharing should be considered. The shared RS aspect is discussed in our companion paper [8]
The gain of low load is larger than it of high load. In Table 4 (a) low load without 1symbol sTTI, we can see throughput gain for wide area from 95% UPT UE to 5% UPT UE because inter-cell interference is low in this situation. On the other hand, from the table 4(c) high load, gain at 5% UPT UE is small compared to other UE. In high load, the interference is dominant in the 5% UPT UE. Therefore, 5% UPT UEs spend long packet delay with lower MCS, then effect of TCP ACK delay reduction decreases.

[bookmark: _Ref446600541]Table 3  Evaluation Results for large file size (500KB/file)
(a) Low load case
	
	Low load

	
	14OS
	7OS
	3/4OS
	2OS
	1OS

	DL: UPT CDF [Mbps]
	5%
	2.68
	2.70
1%
	2.55
-5%
	2.28
-15%
	0.46
-83%

	
	50%
	6.99
	8.39
20%
	9.16
31%
	9.25
32%
	7.86
12%

	
	95%
	9.57
	11.69
22%
	12.91
35%
	13.44
40%
	13.61
42%

	
	Mean
	6.68
	7.95
19%
	8.53
28%
	8.63
29%
	7.47
12%

	DL: Delay　CDF [s]
	5%
	0.40
	0.33
-18%
	0.30
-25%
	0.29
-28%
	0.29
-29%

	
	50%
	0.57
	0.47
-17%
	0.44
-23%
	0.43
-23%
	0.47
-18%

	
	95%
	1.38
	1.31
-5%
	1.42
2%
	1.58
14%
	2.98
116%

	
	Mean
	0.70
	0.61
-12%
	0.61
-13%
	0.63
-9%
	0.92
32%

	RU
	0.20
	0.20
	0.21
	0.20
	0.20

	
	0.08



(b) Medium load case
	
	Medium load

	
	14OS
	7OS
	3/4OS
	2OS
	1OS

	DL: UPT CDF [Mbps]
	5%
	2.22
	2.21
-0.5%
	1.97
-11%
	1.53
-31%
	0.11
-95%

	
	50%
	5.94
	7.08
19%
	7.58
28%
	7.22
22%
	5.51
-7%

	
	95%
	8.78
	10.65
21%
	11.80
34%
	11.93
36%
	12.06
37%

	
	Mean
	5.77
	6.83
18%
	7.25
26%
	7.02
22%
	5.74
-1%

	DL: Delay　CDF [s]
	5%
	0.43
	0.36
-18%
	0.32
-25%
	0.32
-27%
	0.31
-29%

	
	50%
	0.66
	0.55
-16%
	0.52
-21%
	0.54
-18%
	0.59
-11%

	
	95%
	1.75
	1.69
-3%
	1.86
6%
	2.21
26%
	4.32
146%

	
	Mean
	0.84
	0.74
-11%
	0.75
-11%
	0.83
-1%
	1.25
49%

	RU
	0.40 
	0.39 
	0.40 
	0.39 
	0.32 

	
	0.15



(c) High load case
	
	High load

	
	14OS
	7OS
	3/4OS
	2OS
	1OS

	DL: UPT CDF [Mbps]
	5%
	1.53
	1.55
1%
	1.23
-20%
	0.90
-41%
	0.03
-98%

	
	50%
	4.88
	5.62
15%
	5.68
16%
	5.26
8%
	3.41
-30%

	
	95%
	8.02
	9.61
20%
	10.50
31%
	10.52
31%
	10.71
34%

	
	Mean
	4.82

	5.57
16%
	5.71
18%
	5.42
12%
	4.19
-13%

	DL: Delay　CDF [s]
	5%
	0.47
	0.39
-17%
	0.35
-25%
	0.34
-26%
	0.32
-31%

	
	50%
	0.78
	0.68
-13%
	0.66
-15%
	0.70
-11%
	0.74
-5%

	
	95%
	2.38
	2.34
-2%
	2.64
11%
	3.15
32%
	5.93
149%

	
	Mean
	1.04

	0.95
-9%
	1.00
-4%
	1.11
7%
	1.64
58%

	RU
	0.61
	0.61
	0.62
	0.56
	0.40

	
	0.23





[bookmark: _Ref446605129]Table 4  Evaluation Results for small file size (100kbits/file)
(a) Low load case
	
	Low load

	
	14OS
	7OS
	3/4OS
	2OS
	1OS

	DL: UPT CDF [Mbps]
	5%
	0.65
	0.78
20%
	0.84
29%
	0.82
26%
	0.18
-72%

	
	50%
	0.77
	0.96
25%
	1.11
44%
	1.17
52%
	1.16
51%

	
	95%
	0.84
	1.05
25%
	1.19
42%
	1.26
50%
	1.32
57%

	
	Mean
	0.76
	0.95
25%
	1.07
41%
	1.12
47%
	1.01
33%

	DL: Delay　CDF [s]
	5%
	0.11
	0.09
-18%
	0.08
-27%
	0.08
-31%
	0.07
-34%

	
	50%
	0.13
	0.10
-21%
	0.09
-31%
	0.08
-35%
	0.08
-38%

	
	95%
	0.16
	0.13
-19%
	0.12
-26%
	0.12
-27%
	0.27
67%

	
	Mean
	0.13
	0.11
-19%
	0.10
-28%
	0.09
-31%
	0.13
-3%

	RU
	0.20
	0.22
	0.23
	0.20
	0.16

	
	3.23



(b) Medium load case
	
	Medium load

	
	14OS
	7OS
	3/4OS
	2OS
	1OS

	DL: UPT CDF [Mbps]
	5%
	0.59
	0.66
12%
	0.68
15%
	0.63
7%
	0.04
-93%

	
	50%
	0.74
	0.93
26%
	1.06
43%
	1.11
50%
	1.03
39%

	
	95%
	0.83
	1.03
24%
	1.17
41%
	1.24
49%
	1.30
57%

	
	Mean
	0.73
	0.90
23%
	1.01
38%
	1.05
44%
	0.88
21%

	DL: Delay　CDF [s]
	5%
	0.11
	0.09
-18%
	0.08
-27%
	0.08
-31%
	0.08
-34%

	
	50%
	0.13
	0.11
-20%
	0.09
-30%
	0.09
-34%
	0.08
-37%

	
	95%
	0.18
	0.15
-16%
	0.14
-20%
	0.15
-18%
	0.33
84%

	
	Mean
	0.14
	0.11
-18%
	0.10
-27%
	0.10
-29%
	0.14
0%

	RU
	0.40 
	0.46 
	0.46 
	0.41 
	0.26 

	
	8.00



(c) High load case
	
	High load

	
	14OS
	7OS
	3/4OS
	2OS
	1OS

	DL: UPT CDF [Mbps]
	5%
	0.51
	0.52
2%
	0.46
-10%
	0.38
-25%
	0.01
-98%

	
	50%
	0.74
	0.90
22%
	1.00
35%
	1.03
39%
	0.87
18%

	
	95%
	0.83
	1.03
24%
	1.17
41%
	1.23
48%
	1.29
55%

	
	Mean
	0.71

	0.86
21%
	0.94
32%
	0.94
32%
	0.76
7%

	DL: Delay
CDF [s]
	5%
	0.11
	0.09
-18%
	0.08
-27%
	0.08
-30%
	0.08
-34%

	
	50%
	0.13
	0.11
-20%
	0.10
-29%
	0.09
-31%
	0.09
-36%

	
	95%
	0.19
	0.17
-9%
	0.17
-9%
	0.18
-3%
	0.35
82%

	
	Mean
	0.14
	0.12
-17%
	0.11
-23%
	0.11
-23%
	0.15
3%

	RU
	0.60 
	0.69 
	0.71 
	0.61 
	0.34 

	
	27.03



Conclusion
In this contribution, we showed system level evaluation results on shortened TTIs. We observed follows from evaluation results
· Improvement of user throughput and reduction of packet delay by using shortened TTI. It is mainly because of short TCP ACK delay.
· The gain of File size = 100kbits is larger than it of 500kbyte
· The gain of cell 95% UPT UE and 50% UPT UE is larger than it of cell 5% UPT UE
· For very shortened TTI, overhead of RS/PDCCH would impact throughput and latency. Especially for 1-symbol TTI, the performance of UPT and latency would be quite challenging for cell-edge UEs.
· The gain of low load is larger than it of high load

So we propose:

Proposal 1: Different UEs may use different TTI length and it could be configured by eNB.
Proposal 2: RAN1 should discuss how to optimize overhead of RS and DCI for shortened TTI. In order to reduce overhead, shared RS among sTTIs and compact DCI could be considered. 
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Annex 1
Table 5   Simulation Assumptions
	Parameter
	Assumptions

	Layout
	7 Macro eNBs, 3sectors per site

	System bandwidth per carrier
	10MHz

	Carrier frequency 
	2GHz

	Inter-site distance
	500m

	Total BS TX power (Ptotal per carrier)
	46dBm

	TTI length
	1, 2, 3/4, 7, and 14 OFDM symbols.

	TCP ACK delay for SR, grant and UL transmission
	13 TTIs [2]

	TCP ACK in UL 
	Error free and only ACK is modelled

	CSI report period
	10 TTIs

	CSI report delay
	6 TTIs

	Fast UL Access schemes
	Based on TTI length

	RS and control signaling overhead
	Assumed (see Table 2)

	TBS determination
	Scalable with TTI length as baseline

	HARQ RTT
	8 TTIs

	Scheduler
	Proportional fairness

	Antenna configuration
	2Tx(eNB), 2Rx(UE), Cross-polarized

	Number of UEs 
	10 UEs per macro cell for FTP model 2 (latency reduction capable UEs only)

	UE dropping
	Randomly and uniformly dropped throughout the macro geographical area. 
20% UEs are outdoor and 80% UEs are indoor.

	Traffic model
	FTP model 2, File size [100kbits, 500kB]
RU[20%, 40%, 60%] 

	TCP models
	TCP Reno model (RFC 2581)
   - SSThresh 65535 Bytes
   - Initial window size 1460 Bytes
   - Max segment size 1460 Bytes
40 Bytes TCP header are added to the initial window size and max segment size
The three way handshake; not modeled

	UE receiver
	MMSE-IRC

	UE speed
	3km/h

	Network synchronization
	Synchronized

	Core, transport and internet network delay
	10ms



Annex 2

[image: UeThroughputCDF_500KB_RU20] [image: LatencyCDF_500KB_RU20]
1. Low load case

[image: UeThroughputCDF_500KB_RU40] [image: LatencyCDF_500KB_RU40]
1. Medium load case

[image: UeThroughputCDF_500KB_RU60] [image: LatencyCDF_500KB_RU60]
(c) High load case
Figure 2  CDF performance for large file size (500kB/file)
(left: user perceived throughput, right: delay)


[image: UeThroughputCDF_100kb_RU20] [image: LatencyCDF_100kb_RU20]
1. Low load case

[image: UeThroughputCDF_100kb_RU40] [image: LatencyCDF_100kb_RU40]
1. Medium load case

[image: UeThroughputCDF_100kb_RU60] [image: LatencyCDF_100kb_RU60]
1. High load case
Figure 3  CDF performance for small file size (100kbits/file)
(left: user perceived throughput, right: delay)

Annex 3
[image: ]
Figure 4 geometry CDF and aggregation levels
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