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1. Introduction

Performance evaluation in [1] by RAN2 has shown that shortening the TTI duration may bring significant benefits e.g. for improving TCP performance by significantly reducing the packet data transport round trip latency. In this regard, RAN1 would perform further study feasibility, assess specification impact and performance of TTI lengths between 0.5ms and one OFDM symbol, taking into account impact on reference signals and physical layer control signaling 
In this contribution, we provide updated system level evaluation for several TTI sizes according to the agreed simulation assumptions in [2].  
2. Evaluation Assumptions
In this section we describe the evaluation assumptions for system level evaluations. In the evaluation, in addition to the legacy 14 symbol TTI we consider TTI sizes of:

· 7 symbols (1 slot)
· 3/4 symbols TTI: 2 TTI of length 3 symbols and 2 TTI of length 4 symbols per subframe, in alternating fashion

· 2 symbols

· 1 symbol
Figure 1 shows the structure of short TTIs used in this evaluation. In order to fully exploit the latency reduction benefit of reduced TTI transmission, it is assumed that control resources are present at each TTI in order to schedule UEs, as illustrated in Figure 1. In addition, legacy PDCCH is present in order to accommodate legacy UE. 
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Figure 1: Illustration of downlink subframe with legacy and short TTI traffic, with its corresponding control overheads.

2.1 Overhead Model

It is assumed that 2 CCEs are sufficient to carry a DCI format in one S-TTI for an intended UE. The resulting overhead for each DCI and given TTI size is provided in Table 1. As it can be seen in the table, while short TTI is beneficial in reducing latency, it may also increase the overhead caused by control resources.  
Table 1: Control Information Overhead for Shortened TTI

	TTI size (symbols)
	Legacy PDCCH Overhead (2 Symbols)
	Max scheduled UEs in each S-TTI
	Shortened TTI Control Information Overhead
	Total Control Overhead  

	14
	15%
	5
	0%
	15%

	7
	15%
	2
	3%
	18%

	3 / 4
	15%
	1
	4%
	19%

	2
	15%
	1
	6.5%
	21.5%

	1
	15%
	1
	13%
	28%


Finally, it is assumed that no additional reference signal overhead is incurred in short TTI. In case a higher density of reference signals is required, the amount of overhead for short TTI shall increase accordingly.

2.2 Traffic Model 
Packets arrive at the TCP buffer at the sender (e.g. external to 3GPP core network) and are transported to the receiver (UE) via eNB. The packet arrival follows FTP model 2 [3], with fixed packet size and random inter-arrival rate. It is assumed that the TCP flow control at the sender is implemented according to RFC 2581 [4]. The simulated traffic parameters are summarized in Table 1. In our simulations we assume that TCP ACKs are always received correctly delay proportional to the TTI. For each new file transmission, TCP congestion algorithm is restarted with slow start phase. In our evaluations, impact on TCP due to buffer overflow at any entity carrying the TCP traffic is not modelled. 
Table 2: Traffic Model Parameters
	Traffic model
	FTP Model 3 [3]
	Fixed packet size

Exponential reading time

	
	File sizes
	100 kb, 100 kB, 500 kB, 1MB

	TCP model
	TCP Reno [4]
	

	
	Minimum Segment Size (MSS)
	1460 bytes

	
	Initial window size (IW)
	1460 bytes

	
	Slow Start Threshold (ssthresh)
	65535 bytes

	
	Core network delay 
	0 ms, 6ms 


3. Performance Evaluation  
In this section we provide system level evaluation assumptions and results for shortened TTI transmission. Simulation assumptions adopted in this evaluation are based on those agreed in RAN1 #83 as listed in Table 4 in the Appendix. In addition to the agreed simulation assumptions, the traffic model, TCP ACK transmission model, and overhead model described in Section 2 are adopted.
We provide performance results for macro scenario for low/medium/high system loading conditions for different TTI lengths. Evaluation metrics are defined as follows:

· File transfer delay (FTD): the time (seconds) from file arrival at the TCP buffer to successful file transmission of the last transport block.

· User Perceived Throughput (UPT): Ratio of total received bits at the TCP layer and cumulative FTD over all received files.

Figure 1 shows the 5%-ile, 50%-ile and 95%-ile of the UPT and FTD CDFs as well as the corresponding mean values for macro only scenario with 6 ms core network delay. Figure 2 shows the performance metrics for macro only scenario with 0 ms core network delay. The results are presented in tabulated form in Table 3. 
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Figure 2. Comparison of Mean and 5th, 50th 95th percentile UPT for different TTI lengths and file sizes for macro only scenario with 6 ms core network delay 
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Figure 3. Comparison of Mean and 5th, 50th 95th percentile UPT for different TTI lengths and file sizes for macro only scenario with 0 ms core network delay 

Table 3: 5th, 50th, 95th percentile of UPT and FTD for macro scenario (core network delay of 6ms and 0ms)
	 
	Low load
	Medium load
	High load

	Reported parameters
	RU range for legacy TTI: 10%~25%
	RU range for legacy TTI: 35%~50%
	RU range for legacy TTI: above 55%

	 
	14 OS
	7OS
	3/4OS
	2OS
	1OS
	14 OS
	7OS
	3/4OS
	2OS
	1OS
	14 OS
	7OS
	3/4 OS
	2OS
	1OS

	DL:
	5%
	1.41
	1.80
	1.79
	1.87
	1.79
	0.95
	1.07
	0.93
	0.79
	0.98
	0.77
	0.61
	0.69
	0.61
	0.70

	UPT CDF
	50%
	2.26
	3.05
	3.65
	3.78
	3.85
	1.99
	2.60
	2.94
	2.83
	2.60
	1.82
	2.06
	2.21
	2.14
	1.90

	[Mbps]
	95%
	2.66
	3.82
	4.87
	5.46
	5.79
	2.64
	3.78
	4.75
	5.14
	5.38
	2.60
	3.72
	4.64
	4.98
	4.97

	 
	Mean
	2.19
	2.98
	3.58
	3.79
	3.86
	1.94
	2.53
	2.90
	2.95
	2.85
	1.79
	2.15
	2.41
	2.43
	2.25

	DL:
	5%
	0.07
	0.06
	0.06
	0.06
	0.06
	0.11
	0.10
	0.11
	0.13
	0.11
	0.14
	0.17
	0.15
	0.17
	0.15

	Delay CDF
	50%
	0.05
	0.03
	0.03
	0.03
	0.03
	0.05
	0.04
	0.04
	0.04
	0.04
	0.06
	0.05
	0.05
	0.05
	0.06

	[s]
	95%
	0.04
	0.03
	0.02
	0.02
	0.02
	0.04
	0.03
	0.02
	0.02
	0.02
	0.04
	0.03
	0.02
	0.02
	0.02

	 
	Mean
	0.05
	0.04
	0.03
	0.03
	0.03
	0.06
	0.05
	0.05
	0.05
	0.05
	0.07
	0.07
	0.07
	0.06
	0.07

	RU
	28
	29
	29
	31
	33
	52
	56
	57
	59
	65
	67
	72
	73
	76
	81

	𝜆
	3.33
	6.67
	10.00

	Notes:  File size: 100 kb, Macro scenario, 6 ms core network delay

	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	 
	Low load
	Medium load
	High load

	Reported parameters
	RU range for legacy TTI: 10%~25%
	RU range for legacy TTI: 35%~50%
	RU range for legacy TTI: above 55%

	 
	14 OS
	7OS
	3/4OS
	2OS
	1OS
	14 OS
	7OS
	3/4OS
	2OS
	1OS
	14 OS
	7OS
	3/4 OS
	2OS
	1OS

	DL:
	5%
	2.34
	2.75
	2.75
	2.71
	2.68
	1.46
	1.56
	1.55
	1.60
	1.38
	1.22
	1.29
	1.04
	0.92
	0.87

	UPT CDF
	50%
	5.03
	5.99
	6.39
	6.57
	6.02
	3.86
	4.03
	4.55
	4.31
	4.02
	3.01
	3.02
	2.91
	2.98
	2.71

	[Mbps]
	95%
	7.22
	9.69
	11.39
	11.59
	12.07
	6.90
	8.92
	10.24
	10.20
	9.39
	6.53
	8.43
	8.56
	8.08
	8.50

	 
	Mean
	5.00
	6.17
	6.67
	6.90
	6.70
	4.03
	4.58
	4.95
	4.89
	4.52
	3.45
	3.72
	3.57
	3.59
	3.28

	DL:
	5%
	0.36
	0.31
	0.31
	0.31
	0.31
	0.57
	0.54
	0.54
	0.53
	0.61
	0.69
	0.65
	0.81
	0.91
	0.96

	Delay CDF
	50%
	0.17
	0.14
	0.13
	0.13
	0.14
	0.22
	0.20
	0.18
	0.19
	0.21
	0.28
	0.28
	0.29
	0.28
	0.30

	[s]
	95%
	0.12
	0.09
	0.07
	0.07
	0.07
	0.12
	0.09
	0.08
	0.08
	0.09
	0.13
	0.10
	0.10
	0.10
	0.10

	 
	Mean
	0.19
	0.16
	0.16
	0.15
	0.15
	0.27
	0.24
	0.24
	0.24
	0.26
	0.32
	0.31
	0.35
	0.36
	0.41

	RU
	24
	24
	25
	26
	28
	51
	53
	54
	53
	57
	69
	71
	75
	73
	76

	𝜆
	0.33
	0.67
	1.00

	Notes:  File size: 100 KB, Macro scenario, 6 ms core network delay

	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	 
	Low load
	Medium load
	High load

	Reported parameters
	RU range for legacy TTI: 10%~25%
	RU range for legacy TTI: 35%~50%
	RU range for legacy TTI: above 55%

	 
	14 OS
	7OS
	3/4OS
	2OS
	1OS
	14 OS
	7OS
	3/4OS
	2OS
	1OS
	14 OS
	7OS
	3/4 OS
	2OS
	1OS

	DL:
	5%
	3.29
	3.11
	3.43
	2.72
	2.90
	2.07
	2.13
	1.95
	1.68
	1.52
	1.38
	1.55
	1.47
	1.29
	0.89

	UPT CDF
	50%
	7.67
	8.18
	9.36
	8.67
	7.93
	5.37
	5.99
	6.22
	5.33
	4.68
	4.16
	4.38
	4.33
	3.77
	3.33

	[Mbps]
	95%
	12.67
	15.14
	17.28
	17.82
	17.29
	11.30
	13.80
	14.32
	15.71
	15.35
	11.07
	11.62
	13.97
	12.47
	11.34

	 
	Mean
	7.86
	8.48
	9.73
	9.47
	8.95
	5.94
	6.73
	7.08
	6.48
	5.99
	4.88
	5.18
	5.52
	4.99
	4.26

	DL:
	5%
	1.28
	1.35
	1.22
	1.54
	1.44
	2.03
	1.97
	2.15
	2.50
	2.77
	3.04
	2.70
	2.85
	3.25
	4.74

	Delay CDF
	50%
	0.55
	0.51
	0.44
	0.48
	0.52
	0.78
	0.70
	0.68
	0.78
	0.90
	1.01
	0.96
	0.97
	1.09
	1.26

	[s]
	95%
	0.33
	0.28
	0.24
	0.24
	0.24
	0.37
	0.30
	0.29
	0.27
	0.27
	0.38
	0.36
	0.30
	0.34
	0.37

	 
	Mean
	0.63
	0.62
	0.56
	0.58
	0.62
	0.91
	0.86
	0.86
	0.99
	1.11
	1.19
	1.20
	1.20
	1.33
	1.70

	RU
	22
	26
	26
	25
	26
	50
	48
	49
	57
	56
	65
	67
	68
	66
	73

	𝜆
	0.07
	0.14
	0.20

	Notes: File size: 500 KB, Macro scenario, 6 ms core network delay

	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	 
	Low load
	Medium load
	High load

	Reported parameters
	RU range for legacy TTI: 10%~25%
	RU range for legacy TTI: 35%~50%
	RU range for legacy TTI: above 55%

	 
	14 OS
	7OS
	3/4OS
	2OS
	1OS
	14 OS
	7OS
	3/4OS
	2OS
	1OS
	14 OS
	7OS
	3/4 OS
	2OS
	1OS

	DL:
	5%
	3.13
	3.42
	3.49
	3.21
	2.96
	2.35
	2.47
	1.97
	2.13
	1.79
	1.63
	1.62
	1.60
	1.26
	1.14

	UPT CDF
	50%
	8.20
	9.21
	9.55
	9.10
	8.64
	6.12
	6.99
	6.83
	6.55
	5.37
	4.96
	4.50
	5.30
	4.37
	3.60

	[Mbps]
	95%
	13.24
	15.92
	18.08
	17.99
	17.58
	13.23
	15.18
	17.54
	16.72
	15.00
	11.87
	12.88
	15.65
	13.12
	13.42

	 
	Mean
	8.49
	9.57
	10.23
	10.06
	9.61
	6.69
	7.45
	7.90
	7.54
	6.45
	5.73
	5.55
	6.39
	5.46
	4.75

	DL:
	5%
	2.68
	2.45
	2.41
	2.61
	2.83
	3.58
	3.40
	4.25
	3.94
	4.67
	5.16
	5.18
	5.24
	6.66
	7.34

	Delay CDF
	50%
	1.00
	0.91
	0.87
	0.92
	0.95
	1.37
	1.20
	1.23
	1.25
	1.47
	1.69
	1.83
	1.58
	1.92
	2.30

	[s]
	95%
	0.63
	0.53
	0.46
	0.47
	0.48
	0.63
	0.55
	0.48
	0.50
	0.56
	0.71
	0.65
	0.54
	0.64
	0.63

	 
	Mean
	1.18
	1.11
	1.09
	1.09
	1.14
	1.64
	1.53
	1.57
	1.61
	2.02
	2.04
	2.25
	2.06
	2.52
	3.04

	RU
	24
	23
	25
	25
	27
	44
	47
	51
	49
	55
	63
	68
	68
	68
	73

	𝜆
	0.03
	0.07
	0.10

	Notes: : File size: 1MB, Macro scenario, 6 ms core network delay

	


	 
	Low load
	Medium load
	High load

	Reported parameters
	RU range for legacy TTI: 10%~25%
	RU range for legacy TTI: 35%~50%
	RU range for legacy TTI: above 55%

	 
	14 OS
	7OS
	3/4OS
	2OS
	1OS
	14 OS
	7OS
	3/4OS
	2OS
	1OS
	14 OS
	7OS
	3/4 OS
	2OS
	1OS

	DL:
	5%
	1.55
	1.98
	1.98
	2.16
	1.95
	0.90
	0.89
	1.07
	1.07
	0.96
	0.72
	0.71
	0.67
	0.76
	0.64

	UPT CDF
	50%
	3.03
	4.38
	5.21
	5.77
	5.41
	2.55
	3.02
	3.15
	2.93
	2.81
	2.18
	2.27
	2.12
	2.00
	1.86

	[Mbps]
	95%
	3.84
	6.83
	10.80
	13.45
	15.72
	3.75
	6.57
	9.86
	11.09
	11.43
	3.74
	6.43
	8.75
	9.70
	7.32

	 
	Mean
	2.93
	4.45
	5.95
	6.50
	6.74
	2.50
	3.38
	4.18
	4.20
	3.86
	2.23
	2.84
	3.18
	2.96
	2.57

	DL:
	5%
	0.07
	0.05
	0.05
	0.05
	0.05
	0.12
	0.12
	0.10
	0.10
	0.11
	0.15
	0.15
	0.16
	0.14
	0.16

	Delay CDF
	50%
	0.04
	0.02
	0.02
	0.02
	0.02
	0.04
	0.04
	0.03
	0.04
	0.04
	0.05
	0.05
	0.05
	0.05
	0.06

	[s]
	95%
	0.03
	0.02
	0.01
	0.01
	0.01
	0.03
	0.02
	0.01
	0.01
	0.01
	0.03
	0.02
	0.01
	0.01
	0.01

	 
	Mean
	0.04
	0.03
	0.02
	0.02
	0.02
	0.05
	0.05
	0.04
	0.04
	0.04
	0.06
	0.06
	0.06
	0.06
	0.07

	RU
	30
	32
	33
	34
	38
	56
	61
	65
	69
	74
	71
	77
	83
	85
	90

	𝜆
	3.33
	6.67
	10.00

	Notes:  File size: 100 kb, Macro scenario, 0ms core network delay

	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	 
	Low load
	Medium load
	High load

	Reported parameters
	RU range for legacy TTI: 10%~25%
	RU range for legacy TTI: 35%~50%
	RU range for legacy TTI: above 55%

	 
	14 OS
	7OS
	3/4OS
	2OS
	1OS
	14 OS
	7OS
	3/4OS
	2OS
	1OS
	14 OS
	7OS
	3/4 OS
	2OS
	1OS

	DL:
	5%
	2.72
	2.95
	3.16
	3.33
	2.65
	1.66
	1.70
	1.91
	1.67
	1.42
	1.31
	1.13
	1.09
	1.20
	0.68

	UPT CDF
	50%
	6.03
	6.89
	8.63
	7.80
	7.61
	4.64
	4.71
	5.52
	5.13
	4.51
	3.35
	3.65
	3.43
	3.24
	2.66

	[Mbps]
	95%
	9.48
	14.36
	19.36
	19.73
	19.71
	8.84
	13.06
	15.01
	12.92
	12.23
	8.83
	10.08
	10.11
	9.08
	7.63

	 
	Mean
	6.17
	7.82
	9.53
	9.32
	8.93
	4.95
	5.85
	6.53
	6.02
	5.48
	3.99
	4.48
	4.27
	3.90
	3.36

	DL:
	5%
	0.31
	0.29
	0.27
	0.25
	0.32
	0.50
	0.49
	0.44
	0.50
	0.59
	0.64
	0.75
	0.77
	0.70
	1.23

	Delay CDF
	50%
	0.14
	0.12
	0.10
	0.11
	0.11
	0.18
	0.18
	0.15
	0.16
	0.19
	0.25
	0.23
	0.25
	0.26
	0.31

	[s]
	95%
	0.09
	0.06
	0.04
	0.04
	0.04
	0.10
	0.06
	0.06
	0.07
	0.07
	0.10
	0.08
	0.08
	0.09
	0.11

	 
	Mean
	0.16
	0.14
	0.12
	0.12
	0.13
	0.22
	0.21
	0.19
	0.20
	0.23
	0.30
	0.28
	0.32
	0.32
	0.43

	RU
	23
	25
	25
	26
	31
	51
	53
	55
	59
	61
	69
	74
	81
	83
	86

	𝜆
	0.33
	0.67
	1.00

	Notes:  File size: 100 KB, Macro scenario, 0ms core network delay

	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	 
	Low load
	Medium load
	High load

	Reported parameters
	RU range for legacy TTI: 10%~25%
	RU range for legacy TTI: 35%~50%
	RU range for legacy TTI: above 55%

	 
	14 OS
	7OS
	3/4OS
	2OS
	1OS
	14 OS
	7OS
	3/4OS
	2OS
	1OS
	14 OS
	7OS
	3/4 OS
	2OS
	1OS

	DL:
	5%
	3.18
	2.91
	3.72
	3.66
	2.63
	2.27
	2.02
	1.84
	1.89
	1.49
	1.56
	1.46
	1.25
	1.11
	0.90

	UPT CDF
	50%
	8.27
	9.41
	10.67
	10.26
	9.52
	6.28
	6.40
	6.21
	6.68
	4.82
	4.63
	4.35
	4.43
	3.97
	3.23

	[Mbps]
	95%
	15.57
	19.74
	21.93
	24.01
	24.07
	13.81
	16.98
	17.89
	18.84
	18.40
	12.13
	12.48
	14.74
	12.38
	13.30

	 
	Mean
	8.76
	10.34
	11.69
	11.71
	11.01
	6.93
	7.71
	7.28
	7.93
	6.60
	5.41
	5.42
	6.20
	5.03
	4.27

	DL:
	5%
	1.32
	1.44
	1.13
	1.15
	1.60
	1.85
	2.08
	2.28
	2.22
	2.81
	2.69
	2.88
	3.36
	3.78
	4.64

	Delay CDF
	50%
	0.51
	0.45
	0.39
	0.41
	0.44
	0.66
	0.64
	0.67
	0.62
	0.85
	0.90
	0.94
	0.93
	1.04
	1.29

	[s]
	95%
	0.27
	0.21
	0.19
	0.18
	0.17
	0.30
	0.25
	0.23
	0.22
	0.23
	0.35
	0.34
	0.25
	0.34
	0.32

	 
	Mean
	0.60
	0.54
	0.50
	0.50
	0.56
	0.81
	0.79
	0.91
	0.82
	1.08
	1.15
	1.22
	1.24
	1.46
	1.79

	RU
	25
	24
	25
	26
	27
	49
	51
	59
	54
	59
	65
	66
	70
	72
	79

	𝜆
	0.07
	0.14
	0.20

	Notes: File size: 500 KB, Macro scenario, 0ms core network delay

	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	 
	Low load
	Medium load
	High load

	Reported parameters
	RU range for legacy TTI: 10%~25%
	RU range for legacy TTI: 35%~50%
	RU range for legacy TTI: above 55%

	 
	14 OS
	7OS
	3/4OS
	2OS
	1OS
	14 OS
	7OS
	3/4OS
	2OS
	1OS
	14 OS
	7OS
	3/4 OS
	2OS
	1OS

	DL:
	5%
	3.80
	3.69
	3.54
	3.79
	3.16
	2.55
	2.12
	2.25
	2.15
	1.63
	1.88
	1.67
	1.47
	1.11
	1.14

	UPT CDF
	50%
	9.68
	10.70
	10.34
	11.90
	10.64
	6.83
	7.14
	7.14
	7.39
	6.41
	4.92
	4.67
	5.29
	3.83
	3.71

	[Mbps]
	95%
	16.34
	19.97
	22.97
	23.78
	22.69
	15.45
	17.21
	21.25
	19.99
	19.24
	12.69
	14.78
	17.08
	15.27
	14.04

	 
	Mean
	9.76
	11.32
	11.84
	12.46
	11.40
	7.69
	8.08
	8.80
	8.73
	7.66
	5.84
	6.04
	6.98
	5.31
	5.21

	DL:
	5%
	2.21
	2.27
	2.37
	2.21
	2.66
	3.29
	3.96
	3.72
	3.90
	5.14
	4.46
	5.02
	5.72
	7.56
	7.33

	Delay CDF
	50%
	0.86
	0.78
	0.81
	0.69
	0.79
	1.21
	1.17
	1.18
	1.14
	1.31
	1.70
	1.79
	1.55
	2.19
	2.26

	[s]
	95%
	0.51
	0.42
	0.37
	0.35
	0.37
	0.54
	0.49
	0.40
	0.42
	0.44
	0.66
	0.57
	0.44
	0.55
	0.60

	 
	Mean
	1.07
	0.97
	1.00
	0.92
	1.03
	1.47
	1.56
	1.58
	1.51
	1.95
	2.00
	2.15
	2.16
	2.84
	2.85

	RU
	25
	23
	27
	22
	26
	47
	49
	51
	52
	58
	65
	69
	67
	73
	76

	𝜆
	0.03
	0.07
	0.10

	Notes: : File size: 1MB, Macro scenario, 0ms core network delay

	


4. Discussion/Observations 

TCP performance depends on the congestion window (cwin) and RTT. TCP throughput is limited to a maximum rate of cwin/RTT. Therefore, with shorter RTT, a higher TCP throughput can be achieved. During the slow start phase, congestion window size is doubled every RTT. However, after the cwin reaches ssthresh, TCP enters into congestion avoidance phase and cwin is increased linearly after every RTT. 

There are several conflicting factors that affect RTT and thus performance of TCP. The optimal TTI size varies with system variables such as file size, TTI overhead, system load, link performance of a particular UE (UE geometry) and core network delay.
1) File size: For small file sizes (less than sshthesh), TCP remains in slow start and experience exponential increase of cwin for the entire duration of the file transfer. For larger file sizes such as 1MB, roughly 10% of the bytes are transmitted in the slow start. Thus files with large packet sizes are not expected to significantly gain from reduced RTT. 
2) TTI control overhead: With TTI shortening physical layer delay including HARQ A/N delay, retransmission delay, UL channel access delay for transmission of SR is reduced. Effectively TTI shortening reduces RTT. On the other hand, shortening of TTI incurs additional overhead of PDCCH and reference signals reducing the MAC layer throughput. Once TCP flow control has ramped up, higher overhead results in a lower stable throughput, hurting the performance of shorter TTI sizes. This effect becomes more noticeable when file size and/or system load increases. 
3) System load and resource utilization (RU): As RU is increased, it takes longer time for the transmission of a TCP segment due to lower MCS selection for PDSCH, irrespective of the TTI size. Thus, overall RTT reduction obtained from the reduced TTI is reduced with higher RU. 

4) UE geometry: Cell edge UEs experience lower transmission rate and thus the overall RTT and TCP throughput improvement from shortened TTI is reduced for 5th percentile UEs.  5th percentile UEs see marginal gain with S-TTI, while in majority of the cases, 5th percentile UEs suffer from S-TTI. In contrast, the 95th percentile UEs may experience benefits of the TTI reduction, as the TCP performance is not limited due to lower MCS.  95th percentile UEs see significant gain with S-TTI in majority of the cases. 
5) Core network delay: As core network delay is common to all TTIs, the TCP throughput is reduced with higher core network delay. In general, it is expected that TCP gain with TTI shortening reduces with higher core network delay. However, other factors discuss above impacts relative performance gain achieved as core network delay is varied. Specifically, if the core network delay dominates compared the overhead of S-TTI, TCP may continue to experience gain relative to legacy TTI. E.g. for 100kb file size at high load and core network delay of 6ms, shortening of TTI until 1OS TTI continue to provide relative performance gain, while for 0ms core delay the TCP gain is restricted until 2OS. 
For all packet sizes of 100kb, 100kB, 500kB and 1MB shorter TTI improves TCP performance at low load. Lower and upper percentile UE, as well as average performance is improved with shorter TTI, with the best performance observed for 2 symbol or 3/4 symbol TTI at low load. For small packet size of 100kb the performance gain with short TTI is remarkable. A gain of upto 130% is observed in mean UPT performance with short TTI of size 1OS compared to legacy TTI at high load. It is however, observed that for larger file sizes, performance with 1OS TTI may be degraded compared to 2OS TTI. 
As the system load is increased, gains from shorter TTI are reduced. In all simulated scenarios, with medium/high load, mean and 5th percentile UPT performance with 1OS TTI is reduced compared to other compared TTI values. At medium load, short TTI of 2 or 3/4 symbol TTI improves mean and 95th percentile UPT performance compared to longer 7 or 14 symbols TTI. At high loads, it is observed that mean throughput is actually reduced with shortened TTI, especially for higher file sizes. However, there is some gain observed for the 95th percentile UEs especially for 100 kb file sizes with TTI shortening of up-to 2OS TTI. For 100kB, 500 kB file sizes, improvement in 95th percentile is restricted to 3/4 TTI. 
We summarize our findings in the following observations:

Observation 1: For a small packet size (100kb), TTI shortening provides significant gain in UPT and latency for low load for all CDF percentiles, compared to 1ms TTI. More specifically, the 1-symbol TTI provides the best performance, followed by the 2-symbol TTI at low load. At medium/high load, the performance gain from short TTI is reduced. Additionally, at high load, 1-symbol TTI provides degradation to mean throughput. 
Observation 2: For the moderate file size (100 kB), significant UPT and latency gains remain visible for TTI shortening technique with low load. S-TTI size of 2 symbol show generally better performance than others in the considered scenarios. The optimal S-TTI size depends on system load, and varies for different UE percentiles.

Observation 3: For the large file sizes (i.e. 500kB, 1 Mbyte), performance gain of shortening TTI in UPT and latency exist for TTI reduction upto 2-symbols especially at low load. The gains from TTI reduction diminish as system load increases. At high load, TTI shortening provides degradation to mean throughput. 
Based on above observation we propose following: 

Proposal:  A short TTI consisting of 2 OFDM symbol should be supported. 

4. Conclusions
In this contribution we presented a system level evaluation of shortened TTI. We provide comprehensive evaluation results for the macro cellular scenario, considering different TTI sizes, file sizes, and system load for TCP traffic. 
We summarize our findings in the following observations:

Observation 1: For a small packet size (100kb), TTI shortening provides significant gain in UPT and latency for low load for all CDF percentiles, compared to 1ms TTI. More specifically, the 1-symbol TTI provides the best performance, followed by the 2-symbol TTI at low load. At medium/high load, the performance gain from short TTI is reduced. Additionally, at high load, 1-symbol TTI provides degradation to mean throughput. 

Observation 2: For the moderate file size (100 kB), significant UPT and latency gains remain visible for TTI shortening technique with low load. S-TTI size of 2 symbol show generally better performance than others in the considered scenarios. The optimal S-TTI size depends on system load, and varies for different UE percentiles.

Observation 3: For the large file sizes (i.e. 500kB, 1 Mbyte), performance gain of shortening TTI in UPT and latency exist for TTI reduction upto 2-symbols especially at low load. The gains from TTI reduction diminish as system load increases. At high load, TTI shortening provides degradation to mean throughput. 

Proposal:  A short TTI consisting of 2 OFDM symbol should be supported. 
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Appendix: Simulation assumptions
Table 4. Simulation Assumptions

	Parameter
	Assumptions

	Layout
	7 Macro cells; 3 sectors per site; 10 UE/sector
Small cell scenario 2a (4 LPN, 60 UE per sector)

	System bandwidth per carrier
	10MHz

	Carrier frequency 
	2GHz

	Inter-site distance
	500m

	Total BS TX power (Ptotal per carrier)
	46dBm

	TTI length
	1, 2, 3/4, 7 symbols

Note that variable symbols and other numbers are not precluded

Baseline: Fixed TTI length(s) across the legacy TTIs is assumed for 1 UE

	RS and control signaling overhead
	According to §2:

Baseline (LTE): 15%

7 symbol TTI: 18%

3 / 4 symbol TTI: 19%

2 symbol TTI: 21.5%

1 symbol TTI: 28%

	TBS determination
	Scalable with TTI length 

	HARQ RTT
	Scalable with TTI length 

	Scheduler
	Proportional fairness

	Distance-dependent path loss
	ITU UMa[referring to Table B.1.2.1-1 in TR36.814], with 3D distance between an eNB and a UE

	Penetration
	For outdoor UEs:0dB

	
	For indoor UEs: 20dB+0.5din (din: independent uniform random value between [ 0, min(25,d) ] for each link)

	Shadowing
	ITU UMa according to Table A.1-1 of 36.819 with 3D distance for shadowing correlation distance

	Antenna pattern
	3D, referring to TR36.819

	Antenna Height: 
	25m

	UE antenna Height
	1.5m

	Antenna gain + connector loss
	17 dBi 

	Antenna gain of UE
	0 dBi

	Fast fading channel between eNB and UE
	ITU UMa according to Table A.1-1 of 36.819

	Antenna configuration
	(mandatory) 2Tx(eNB), (optional) 8Tx(eNB), Cross-polarized

2Rx(UE), Cross-polarized

	Number of UEs 
	Macro only scenario: 10 UEs per sector

Small cell scenario 2a: 60 UEs per sector

	UE dropping
	Randomly and uniformly dropped throughout the macro geographical area. 20% UEs are outdoor and 80% UEs are indoor.

	Traffic model
	FTP model 2

File size [100kbits, 100kB, 500kB, 1 MB]

RU [20%, 40% 60%]

	CSI report period
	5, TTI

	CSI report delay
	6 TTIs 

	TCP models
	TCP Reno model (RFC 2581)
 - SSThresh 65535 Bytes
 - Initial window size 1460 Bytes
 - Max segment size 1460 Bytes

40 Bytes TCP header are added to the initial window size and max segment size

The three way handshake is not modeled

TCP ACK feedback: 1 ACK per segment; 10 TTI delay (details according to §2)

	UE receiver
	MMSE-IRC; other UE receiver provided by companies

	eNB noise figure
	5dB

	UE noise figure
	9dB

	UE speed
	3km/h, 

	Duplex mode
	FDD

	Network synchronization
	Synchronized

	Core, transport and internet network delay
	0ms or 6ms

	Performance metrics
	Mean, 5%, 50% and 95% user perceived throughput (UPT)
Mean, 5%, 50% and 95% user packet transmission delay (PTD)
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