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Introduction
The Study Item on Integrated Access and Backhaul for NR [1], has been completed and identified and evaluated potential solutions for efficient operation of integrated access and wireless backhaul for NR. 
An example of a network with integrated access and backhaul links is shown in Figure 1 below. 
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Figure 1: Integrated access and backhaul links
Three key components of the tight interworking for IAB are topology management, route management, and frame structure and scheduling as shown in Figure 2. 
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Figure 2: Key components of IAB design
Topology management includes the following characteristics: 1) happens on long time scales, 2) manages static hop order, 3) handles initial access of relay nodes, and 4) changes every time a node is added or removed. On the other hand route management happens at a much faster time scale (e.g. happens over 10s or 100s of ms) and routes are updated for load variance and blocking. Finally, the scheduling of backhaul links is performed by the parent IAB nodes or donor nodes, but also requires coordination and exchange of resource allocation/route selection information to support different constraints (e.g. half or full duplex) and resource multiplexing options (e.g. time/frequency/space).
Observation: The IAB design should support long-term topology management, short-term route management, and mechanisms for optimizing resource allocation/route selection across multiple IAB nodes/backhaul hops.

The following sections discuss the following mechanisms to support those key components of the IAB design and should be included in a Rel-16 NR IAB WID:
· NSA Support for IAB Topology Formation and Management
· Multi-Connectivity to support fast route selection
· Resource allocation to support TDM/FDM/SDM of access and backhaul links

NSA support for IAB Topology Formation and Management
Initial NR network deployments based on Phase 1 Release 15 3GPP specifications will be based on non-standalone (NSA) scenario (Option 3x), using existing EPC deployments for the core network. Additionally, some other NR network deployments based on the full Release 15 3GPP specifications may be based on standalone (SA) scenario (Option 2). Furthermore, in subsequent 3GPP Releases, as support for more deployment scenarios is developed, some networks deployed in Option 3x scenario using EPC could migrate to Option 7x or 4 using NGC. Hence, it is very conceivable that any IAB solutions potentially standardized in Release 16 specifications, may need to operate with either EPC or NGC as the core network, and may also need to continue to operate efficiently in the event of a core network transition from EPC to NGC.

As a result the IAB SI TR [2] has captured solutions for IAB operation under both SA and NSA deployments. 
The IAB deployment in Figure 3 illustrates a SA deployment of IAB where the access UEs and IAB DUs receive both control and data bearers on NR.  
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Figure 3: IAB operation under in a SA deployment
IAB operation (UEs and IAB nodes) under a NSA architecture is shown in Figure 4, where the control plane signaling for both access UEs and IAB nodes are provided over LTE.
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Figure 4: IAB operation in a NSA deployment

Under NSA operation, access UEs are connected to the network by performing initial access procedures (e.g. synchronization signal detection and random access procedure) via LTE and then are able to access one or more NR cells via dual connectivity procedures such as secondary node addition.
In the case of IAB operation under an NSA architecture, initial access and mobility are provided by the LTE MCG in case of EN-DC, can be much more efficient than if a SA architecture is required for IAB nodes where system information broadcast, paging, and other IDLE mode transmissions are required, thus reducing the overall overhead required to support multiplexing of access and backhaul traffic. However the IAB node’s MT must also have LTE receiver functionality.  The LTE MCG can also be used for providing future routing updates and assist in topology adaptation procedures (e.g. SN change).
Observation: IAB operation under NSA supports early deployments of NR and provides benefits in terms of reduced overhead and increased robustness for IAB topology management and control plane signalling. 
Proposal: Both NSA and SA operation for IAB-nodes should be supported in the Rel-16 IAB WI.

Multi-Connectivity for IAB Route Management 
For densely deployed mmWave NR systems, the area covered by an NR node can be quite small, so a dense deployment of NR nodes in a given area could require a significantly larger number of deployment sites. There is considerable interest in being able to deploy NR nodes without fiber access to every deployment site. Due to large available bandwidths in mmWave spectrum bands, and the ability to deploy narrow beams using multi-antenna element arrays, it may be more feasible to support self-backhauled links for NR systems operating in mmWave spectrum as shown in Figure 5.
Figure 5 below shows an example scenario where IAB link (self-backhaul links) could be used to connect multiple IAB DUs DU3 and DU4 (e.g. across one or more hops) to DU1, which has fiber access to the CU.
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Figure 5: Support for UE mobility in an IAB Scenario
 
At mmWave frequencies, the channel experienced by a UE may suffer from blockage events that could result in sudden sharp drops in signal strength (of the order of 30 dB) due to physical objects blocking the UE-TRP link as shown in Figure 5. It was shown in [3] based on Blockage Model A (UMi) described in the NR channel model TR 38.900, that for a 30 km/hr blocker velocity, the mean blockage duration of a single blockage event is 600 ms. 
It was also shown in [4] that when a UE could be served by beams from 3 TRPs, the mean duration between inter-TRP beam switches could be about 2.56 seconds. These estimates indicate that a UE could potentially experience frequent beam failure events due to blockage, potentially resulting in frequent beam switches.
[image: ].
Figure 6: NR deployment based on gNB UP functional split

As a result another key IAB requirement is support for low-latency control and data planes to accommodate dynamic route selection (faster than RRC time scales) and latency-sensitive traffic. This is required for operation at mmWave frequencies to find an alternate route to the UE when the current route is blocked. Since blocking in mmWave happens over short time-scales, this constraint should be considered as an integral part of the IAB design and mechanisms for blockage and load-aware route selection should be studied.
For example dynamically determining flow control mechanisms can be utilized to determine the routing of traffic across different links and upon beam failure events as described above, utilization of fast centralized retransmissions of lost RLC PDUs which are supported by NR [6] may be performed across different multi-connectivity legs to quickly recover from failed transmissions.

Observation: Intra-frequency DC seems to have the potential to offer reduction in UP interruption time for future deployment scenarios such as integrated access and backhaul. 

As a result, multi-connectivity is a critical feature to support robustness and fast route selection in case of blockage events especially in mmWave bands as shown in Figure 7. It is noted that route adaptation depends on multiple factors such as load and propagation variations (e.g. blockage events) discussed in the next section. 
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Figure 7: Multi-connectivity for IAB


As a result another key IAB requirement is support for low-latency control and data planes to accommodate dynamic route selection (faster than RRC time scales) and latency-sensitive traffic. This is required for operation at mmWave frequencies to find an alternate route to the UE when the current route is blocked. Since blocking in mmWave happens over short time-scales, this constraint should be considered as an integral part of the IAB design and mechanisms for blockage and load-aware route selection should be studied.
For example dynamically determining flow control mechanisms can be utilized to determine the routing of traffic across different links and upon beam failure events as described above, utilization of fast centralized retransmissions of lost RLC PDUs which are supported by NR [6] may be performed across different multi-connectivity legs to quickly recover from failed transmissions.
Proposal: The IAB design in Rel-16 should support route switching based on intra-frequency multi-connectivity which leverage existing NR solutions of fast centralized retransmission of pending PDCP PDUs as well as NR-NR DC.
Frame Structure Design and Access and Backhaul Multiplexing
A key advantage of IAB is that backhaul and access are integrated and multiplexed in the scheduler, allowing very dynamic resource allocation between the backhaul and access links (in both DL and UL directions). Even though the IAB relay node consists of two logical nodes each with its own protocol stack, the physical transceiver is shared between them. In other words the PHY of the MT and the PHY of the DU run on the same transceiver systems. The backhaul link and the access link can therefore be multiplexed in the following manner: 
1. Time Division Multiplexing: The access link and the backhaul link are time multiplexed with each other. This implies that IAB-MT PHY and IAB-DU PHY are not active simultaneously. 
2. Frequency Division Multiplexing: The access link and the backhaul link are active at the same time but on different frequency resources, e.g. on separate CC or on separate PRB on the same CC. 
3. Spatial Multiplexing: The access link and the backhaul link are active at the same time on the same frequency resources. This case further be divided in to the two following cases: 
a. Intra Panel SDM: The access and backhaul use the same panel but different spatial layers
b. Inter Panel SDM: The access and backhaul use different panels
Due to the half-duplex constraint at each relay node it can only transmit or receive at any given instance but not both. The MT PHY is in receive mode during a backhaul DL allocation and in transmit mode during a backhaul UL allocation. Similarly the DU PHY is in receive mode during an UL allocation and in transmit mode during a DL allocation as shown in Figure 8. 
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Figure 8: Half-duplex constraint at the relay
In Figure 9, TDM partitioning is shown with DL/UL switching gaps between both the backhaul directions as well as for the access links while a guard band is introduced between backhaul subframes in the case of FDM. 
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[bookmark: _Ref450668998]Figure 9: TDM/FDM of access and backhaul links
In addition, the multiplexing of the access and backhaul links should be backwards compatible to ensure Rel.15 UEs can be supported by IAB. Specifically, the latency/overhead introduced by orthogonal partitioning of resources in either time or frequency should be carefully considered, especially for mmWave frequencies which are typically TDD.  

Considering the multi-hop nature of the IAB network, more efficient usage of the DL/UL resources than strict TDM between parent and child links can be used even when taking into account the half-duplex constraint. When the donor gNB (hop 0) sends DL transmissions to the relay node of hop order 1, said rely node is receiving, hence it can schedule access UEs whose gNB it is in the UL. Alternatively, a second order relay node can transmit to the first order relay node when the latter is receiving from the donor node (hop 0). At the network side, the frame structure, can be coordinated across multiple hops in a staggered manner as shown in Figure 10.

[image: cid:image002.png@01D39440.045232F0]
Figure 10: IAB frame structure
While the IAB TR captures that TDM resource allocation is the first priority for the IAB WI, introduction of signalling to support FDM/SDM can be done in a forward compatible manner that enables IAB nodes based on Rel-16 specification to support TDM/FDM/SDM and even further optimizations (including full-duplex operation) introduced in later releases. 
[bookmark: _GoBack]Proposal: In addition to TDM partitioning of parent and child links, the resource allocation singling developed in the Rel-16 IAB WI should support FDM/SDM operation and coordination mechanisms which enable alignment of DL transmissions of the IAB node’s DU with UL transmission slots of the IAB node’s MT as well as alignment of DL reception slots of the IAB nodes’ MT with UL reception slots at the IAB node’s DU.

Conclusion
This contribution analyzed potential physical layer enhancements for IAB. The following proposals were made:
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