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1
Introduction
Beam management is an integral procedure of NR operation and related discussions happen in parallel in RAN1 and RAN2. Indeed, while many aspects of the procedure are discussed and agreed in RAN1, TS 38.321 (NR MAC) has sections on beam management, e.g., 5.17 “Beam Failure Recovery Request procedure”. While we would not want to create unnecessary controversy at RAN, the purpose of this paper is to raise some recently identified inconsistencies result of conflicting decisions in RAN1 and RAN2 with the goal to quickly resolve them. 

RAN1 and RAN2 have made agreements on Beam Failure Recovery procedure. However, there are two sub-procedures within the topic of Beam Failure Recovery procedure where RAN1 and RAN2 have taken different views resulting in different solutions. The two sub-procedures are:

1. Beam failure detection procedure: the purpose of this procedure is for MAC to determine a beam failure event upon receiving beam failure indication from the PHY layer. RAN1 and RAN2 have different procedures for beam failure detection as illustrated in section 2.1. These are different views that may have impact to RRC.

2. beam-failure-recovery-Timer: RAN1 decided that such a timer is needed while RAN2 made an agreement that such a timer is not necessary. These are opposing views that need to be addressed.
In this contribution we present the inconsistencies and propose a way forward to resolve them quickly. 
2
Discussion
2.1

Beam Failure Detection Procedure

The beam failure detection procedure involves the MAC layer monitoring the beam failure indication(s) from the PHY layer. Based on beam failure event criteria, MAC detects a beam failure event and upon which UE sends a BFR request to the network.
RAN1 design:

In RAN1 [1] the following agreements were made: 

Agreement
NrOfBeamFailureInstance

FFS
Consecutive number of beam failure instances for declaring beam failure

Note that RAN 1 agreed that beam failure detection occurs when a given consecutive number of beam failure instances are received by MAC layer.

RAN2 design:

RAN2 [2] agreed that beam failure detection occurs when:

Agreements

…..

5
PHY delivers to MAC “beam failure instance” notifications only and MAC maintains a timer for resetting the counter:

-  the timer is (re)started upon every new reception of “beam-failure instance”. 

-  At timer expiry the counter is reset.

6
A BFR counter is maintained and incremented at every “beam-failure instance” indication.  When the counter reaches MaxBFI the UE trigger BFR

7
Timer is configured in number of periods (periodicity of BFD RS).  Nokia will trigger email discussion on deciding the values for timer using [CB 180]
….. 

Observation 1: For the beam failure detection issue RAN1 and RAN2 provided two different procedures. 

Proposal 1: RAN plenary down selects either RAN 1 or RAN 2 procedure for the UE to detect beam failure event.

2.2

beam-failure-recovery-Timer
The beam failure recovery timer ensures that CFRA-based beam failure recovery procedure does not run endlessly and will terminate before or upon the expiry of the timer.
RAN1 design:

RAN1 decided that beam-failure-recovery-Timer is needed. This was captured as an agreement in [4]. A detailed discussion was also included in RAN1 LS to RAN2 [3]. 

Agreement:
Behavior of Beam-failure-recovery-Timer

· Start Beam-failure-recovery-Timer upon beam failure detection event declared by UE

· Stop Beam-failure-recovery-Timer upon reception of gNB response for beam failure recovery request transmission

Include as part of LS to RAN2.

RAN2 design: 
However, RAN 2 made an agreement that such a timer is not necessary.
Agreements

...
3
From RAN2 point of view beamFailureRecoveryTimer is not supported
…

Observation 2: Regarding beam-failure-recovery-Timer,  RAN1 and RAN2 provided two opposing conclusions. 

We believe that RAN2 did not realize that the timer is needed at least for the case where the detected beams do not have a strong enough quality (RSRP) to be able to initiate the random access procedure. As a result: 
Proposal 2: RAN plenary confirms RAN1 agreement for the beam-failure-recovery-Timer.

3
Conclusions
We presented two aspects with conflicting decisions between RAN1 and RAN2 on beam management. In order to expedite the resolution of these items and without the need for creating unnecessary controversy we propose to discuss these aspects and come up with a resolution during the week. 

Based on the discussions in this paper we have the following proposals:

Proposal 1: RAN plenary down selects either RAN1 or RAN2 procedure for the UE to detect beam failure event.

Proposal 2: RAN plenary confirms RAN1 agreement on the need of defining a beam-failure-recovery-Timer.
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