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1.1	Background Information
A study item named “Cellular IoT” was approved in GERAN#62 for evaluating how to support low throughput and low complexity machine type communications [1].  Several proposals have been discussed under the categories of an evolved low-complexity EGPRS (EC-GSM) and clean slate solutions (NB M2M and NB OFDMA).  The evaluation methodology including the system assumptions, parameters and traffic models were captured in the TR 45.820 [2]. Part of the evaluation of different candidate technologies is to show uplink and downlink traffic channel system level simulations for the EC-GSM solution for GERN CIoT systems. 
1.2	Reason for change
The candidate EC-GSM has provided both, uplink and downlink, traffic channel system level simulation under the suggested traffic model in the TR 45.820 document. 
1.3	Summary of change
Parts of the discussion papers with system level simulation results for EC-GSM are included in the TR with a reference to the discussion papers.
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6.2.6.x System Simulations for Capacity and Latency Evaluation (source 2) 
In this section, we evaluate the proposed building penetration loss provided in Annex E. In addition, we provide the downlink and uplink system level performance results for the candidate EC-GSM solution. 








6.2.6.x.1 Building Penetration Loss 
In this section, we evaluate the building penetration loss of Annex E. In particular, we consider scenarios 1 and 2 with different correlation coefficients, i.e., corr=0.5 and corr=0.75. The penetration loss values were generated for 5000 uniformly distributed devices within the hexagonal cell area to obtain sufficient statistics for penetration loss distribution. In Figure 6.2.6.x.1-1 we present the CDFs of the two BPL scenarios of [2] with the two correlation coefficients. From this figure, it can be seen that the penetration loss varies between 5 and 35 dB with a median value of 19.8 dB for Scenario 1 with 0.5 correlation. On the contrary, for Scenario 2 with 0.75 correlation, the median value is around 22 dB.  
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Figure 6.2.6.x.1-1 CDF of the building penetration loss for the two correlation scenarios with different correlation factors.
6.2.6.x.2 Traffic Models Discussion
In this section, we discuss the implementation of the traffic model described in Annex E for system capacity evaluations. In this traffic model, it is assumed that the UL traffic model will consist of 80% MAR periodic reporting traffic, whereas the remaining traffic will come from the network command (NC) traffic model, i.e., the remaining 20%. For such UL traffic, the payload size follows a Pareto distribution with minimum and maximum payload sizes of 20 and 200 bytes, respectively. Note that, for each payload there is a 65 bytes header overhead at the SNDCP layer as well as 15 bytes SNDCP to MAC overhead, i.e., each payload has an overhead of approximately 80 bytes at the MAC layer. Note that for MAR periodic reporting, approximately 6.81 reports per second per sector on average correspond to 52547 UEs per sector [6.2-X].



On the other hand, the corresponding downlink traffic model should be slightly different since the system is assumed to be uplink centric. To illustrate, we note that as mentioned in Annex E only 50% of the MAR periodic reporting traffic will require ACK in the downlink and only 50% of the DL NC traffic will result in a response in the UL. Subsequently, this concludes that the DL traffic model will consist of two categories: 1) 50% of the reports will be network command, whereas the remaining 50% will be generated as an acknowledgement to the UL MAR periodic reporting traffic. In addition, according to the Annex E traffic model, each transmitted report includes 65 bytes header overhead before the SNDCP layer as well as a 15 bytes SNDCP to MAC overhead. Since the ACK payload is assumed to be zero, this means that the ACK DL report size will be equal to 80 bytes. Similarly, the size of the NC traffic report with the overhead in the DL will be equal to 100 bytes since the payload size is fixed to 20 bytes. Note that since both, the MAR exception reporting and the NC, have the same periodicity, it follows that approximately 5.448 reports per second per sector in the DL corresponds to an average of 52547 UEs per sector, i.e., 6.81*0.8 reports per second per sector. Based on these traffic model remarks, in the following section, the DL and UL performance of the EC-GSM will be evaluated.
6.2.6.x.3   Downlink System Level Performance
6.2.6.x.3.1   System performance for MAR periodic reporting and Network Command traffic models
In this section, we evaluate the DL performance of the EC-GSM with respect to the traffic model of Annex E. In the presented system simulations, we consider a frequency reuse factor of 4/12 and proportional fair scheduling. In addition, we considered the effect of the BPL according to scenario 1 with 0.5 correlation.  The DL offered traffic versus the carried traffic and the packet delay CDFs of this traffic model are presented in Figures 6.2.6.x.3.2-1 and 6.2.6.x.3.2-2, respectively. When evaluating the packet delays, we included both the random access delay, i.e., the delay associated with requesting the UL resources from the base station, as well as the synchronization delays, i.e., the delay associated with detecting and decoding the PSCH. However, we note that the random access delay is applied only to the NC traffic since the MAR periodic reporting traffic is only an acknowledgment which implies that the devices are already in the ready state. In addition, when evaluating the random access delays, it is assumed that each device can perform up to a maximum of 6 random access attempts and that a collision between two or more devices would result in the base station not being able to decode the access requests and subsequently a back off delay for the colliding devices according to their class [6.2-X]. In particular, we considered back-off times of [0.5 0.5 0.5 0.5 1.5 2] seconds for classes 1 to 6, respectively. Note that, the probability of having a collision increases with the device class due to the access burst repetitions. Furthermore, in this work, the synchronization delay is lower and upper bounded by the time required to acquire the synchronization by accumulating from 1 up to 28 SCH burst repetitions, respectively.  In addition, all sectors are assumed to have the same average device load. For example, when the system performance is evaluated for a 64K device load at the center cell, it is assumed that each of the remaining 56 sectors has 64K devices. We see a linear relationship between the offered traffic and the carried traffic up to 250K users per sector. This relationship indicates that all the offered traffic can be transmitted without increasing the buffer size. Furthermore, up to 240K users per sector, around 98% of the reports are delivered in less than 2 seconds (thus meeting the maximum 10 seconds delay requirement).  
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Figure 6.2.6.x.3.1-1.  The number of UEs per sector versus carried traffic in the traffic model simulation with frequency reuse 4/12 and 43 dBm TX power.
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Figure 6.2.6.x.3.1-2.  Report delay CDFs in traffic model simulations with frequency reuse 4/12  and 43 dBm TX power.


6.2.6.x.4   Uplink System Level Performance
6.2.6.x.4.1   System performance for MAR periodic reporting and Network Command traffic models
	In this section, we evaluate the uplink performance of the EC-GSM with respect to the traffic model discussed in the previous section. The delivered reports/hour/200kHz versus the offered traffic and the reports’ delay CDF for the traffic model of Annex E, are presented in Figures 6.2.6.x.4.1-1 and 6.2.6.x.4.1-2, respectively. When evaluating the packet delays, we included both the random access delay, i.e., the delay associated with requesting the UL resources from the base station, as well as the synchronization delays, i.e., the delay associated with detecting and decoding the PSCH. However, we note that the random access delay is applied only to the MAR periodic reporting traffic. This is because, for the NC traffic, it is assumed that the device is already in the ready state due to the fact that it received the DL network command report and thus it does not need to do random access. In addition, when evaluating the random access delays, it is assumed that each device can perform up to a maximum of 6 random access attempts and that a collision between two or more devices would result in the base station not being able to decode the access requests and subsequently a back off delay for the colliding devices according to their class [6.2-X]. In particular, we considered back-off times of [0.5 0.5 0.5 0.5 1.5 2] seconds for classes 1 to 6, respectively. Note that, the probability of having a collision increases with the device class due to the access burst repetitions. Furthermore, in this work, the synchronization delay is lower and upper bounded by the time required to acquire the synchronization by accumulating from 1 up to 28 SCH burst repetitions, respectively.  
In the presented simulation results below, a 4/12 frequency reuse factor and proportional fair scheduling are considered. In addition, all the sectors are assumed to have the same average device load. For example, when the system performance is evaluated for a 64K device load at the center cell, it is assumed that each of the remaining sectors has 64K devices. In addition, we considered the effect of the BPL according to scenario 1 with 0.5 correlation. A power control protocol was implemented to reduce the interference incurred by the devices.  According to this model, the power transmitted by each device is equal to min (, P+ α *PL), where = 33dBm, P= -73.64 dBm, α = 0.8 and PL is the pathloss between the BS and the device. Note that, the value of P was selected based on the received signal strength CDF such that, on average, only 20% of the devices are transmitting at full power.    
From Figure 6.2.6.x.4.1-1, it can be clearly seen that there exists a linear relationship between the offered traffic and carried traffic, which indicates that all the offered traffic was transmitted without causing a significant increase in the buffer size. Note that the slight decrease in the slope of the carried traffic is directly related to the collisions occurring at the random access channel. This is because in the uplink, the devices are assumed to utilize high number of blind repetitions and thus they are expected to experience some collisions even at low loading scenarios. However, this approximately linear relationship indicates that the system is capable of handling the traffic without having a significant impact on the packet delays as shown in Figure 6.2.6.x.4.1-1. From the packets’ delay perspective, in Figure 6.2.6.x.4.1-2, it can be seen that the EC-GSM system is capable of transmitting all the packets with significantly low delays. In particular, even for a load of 194K users per sector, almost 99% of the packets can be delivered in less than 4 seconds. Note that in this figure, the cross over between the 193K and the 63K curves is basically due to the fact that the UEs performing large numbers of repetitions have a higher probability of failure at the RACH channel as the system load increases. Subsequently, this reduces the number of users experiencing large delays since they will not be admitted to the system.
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Figure 6.2.6.x.4.1-1.  The number of UEs per sector versus carried traffic with frequency reuse 4/12 and 33 dBm TX power. 
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Figure 6.2.6.x.4.1-2.  Reports’ delay CDFs of the traffic model with frequency reuse 4/12 and 33 dBm TX power.
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