3GPP TS 38.423 V0.5.0 (2017-11)
Technical Specification

3rd Generation Partnership Project;

Technical Specification Group Radio Access Network;

NG Radio Access Network
(NG-RAN);

Xn application protocol (XnAP)
(Release 15)
[image: image1.jpg]



[image: image2.png]=

A GLOBAL INITIATIVE




The present document has been developed within the 3rd Generation Partnership Project (3GPP TM) and may be further elaborated for the purposes of 3GPP..
The present document has not been subject to any approval process by the 3GPP Organizational Partners and shall not be implemented.
This Specification is provided for future development work within 3GPP only. The Organizational Partners accept no liability for any use of this Specification.
Specifications and Reports for implementation of the 3GPP TM system should be obtained via the 3GPP Organizational Partners’ Publications Offices.

Keywords

<keyword[, keyword, …]>

MCC selects keywords from stock list.

3GPP

Postal address

3GPP support office address

650 Route des Lucioles – Sophia Antipolis

Valbonne – FRANCE

Tel.: +33 4 92 94 42 00 Fax: +33 4 93 65 47 16

Internet

http://www.3gpp.org
Copyright Notification

No part may be reproduced except as authorized by written permission.
The copyright and the foregoing restriction extend to reproduction in all media.

© 2017, 3GPP Organizational Partners (ARIB, ATIS, CCSA, ETSI, TSDSI, TTA, TTC).

All rights reserved.
UMTS™ is a Trade Mark of ETSI registered for the benefit of its members

3GPP™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners
LTE™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners
GSM® and the GSM logo are registered and owned by the GSM Association

Contents

6Foreword

1
Scope
7
2
References
7
3
Definitions, symbols and abbreviations
7
3.1
Definitions
7
3.2
Symbols
8
3.3
Abbreviations
8
4
General
8
4.1
Procedure specification principles
8
4.2
Forwards and backwards compatibility
8
4.3
Specification notations
9
5
XnAP services
9
5.1
XnAP procedure modules
9
5.2
Parallel transactions
9
6
Services expected from signalling transport
9
7
Functions of XnAP
9
8
XnAP procedures
10
8.1
Elementary procedures
10
8.2
Basic mobility procedures
12
8.2.1
Handover Preparation
12
8.2.1.1
General
12
8.2.1.2
Successful Operation
12
8.2.1.3
Unsuccessful Operation (if applicable)
13
8.2.1.4
Abnormal Conditions
14
8.2.2
SN Status Transfer
14
8.2.2.1
General
14
8.2.2.2
Successful Operation
14
8.2.2.3
Unsuccessful Operation
14
8.2.2.4
Abnormal Conditions
14
8.2.3
Handover Cancel
14
8.2.3.1
General
14
8.2.3.2
Successful Operation
15
8.2.3.3
Unsuccessful Operation
15
8.2.3.4
Abnormal Conditions
15
8.2.4
Retrieve UE Context
15
8.2.4.1
General
15
8.2.4.2
Successful Operation
15
8.2.4.3
Unsuccessful Operation
16
8.2.4.4
Abnormal Conditions
16
8.2.5
RAN Paging
16
8.2.5.1
General
16
8.2.5.2
Successful operation
17
8.2.5.3
Unsuccessful Operation
17
8.2.5.4
Abnormal Condition
17
8.2.6
Data Forwarding Address Indication
17
8.2.6.1
General
17
8.2.6.2
Successful Operation
17
8.2.6.3
Unsuccessful Operation
18
8.2.6.4
Abnormal Conditions
18
8.2.7
UE Context Release
18
8.2.7.1
General
18
8.2.7.2
Successful Operation
18
8.2.7.3
Unsuccessful Operation
19
8.2.7.4
Abnormal Conditions
19
8.3
Procedures for Dual Connectivity
19
8.3.1
S-NG-RAN node Addition Preparation
19
8.3.1.1
General
19
8.3.1.2
Successful Operation
19
8.3.1.3
Unsuccessful Operation
20
8.3.1.4
Abnormal Conditions
20
8.3.2
S-NG-RAN node Reconfiguration Completion
21
8.3.2.1
General
21
8.3.2.2
Successful Operation
21
8.3.2.2.3
Abnormal Conditions
21
8.3.3
M-NG-RAN node initiated S-NG-RAN node Modification Preparation
21
8.3.3.1
General
21
8.3.3.2
Successful Operation
22
8.3.3.3
Unsuccessful Operation
23
8.3.3.4
Abnormal Conditions
24
8.3.4
S-NG-RAN node initiated S-NG-RAN node Modification
24
8.3.4.1
General
24
8.3.4.2
Successful Operation
24
8.3.4.3
Unsuccessful Operation
25
8.3.4.4
Abnormal Conditions
25
8.3.5
M-NG-RAN node initiated S-NG-RAN node Release
25
8.3.5.1
General
25
8.3.5.2
Successful Operation
25
8.3.5.3
Unsuccessful Operation
26
8.3.5.4
Abnormal Conditions
26
8.3.6
S-NG-RAN node initiated S-NG-RAN node Release
26
8.3.6.1
General
26
8.3.6.2
Successful Operation
26
8.3.6.3
Unsuccessful Operation
27
8.3.6.4
Abnormal Conditions
27
8.3.7
S-NG-RAN node Counter Check
27
8.3.7.1
General
27
8.3.7.2
Successful Operation
27
8.3.7.3
Unsuccessful Operation
27
8.3.7.4
Abnormal Conditions
28
8.3.8
RRC Transfer
28
8.3.8.1
General
28
8.3.8.2
Successful Operation
28
8.3.8.3
Abnormal Conditions
28
8.4
Global procedures
28
8.4.1
Xn Setup
28
8.4.1.1
General
28
8.4.1.2
Successful Operation
29
8.4.1.3
Unsuccessful Operation
29
8.4.1.4
Abnormal Conditions
29
8.4.2
NG-RAN node Configuration Update
29
8.4.2.1
General
29
8.4.2.2
Successful Operation
30
8.4.2.3
Unsuccessful Operation
30
8.4.2.4
Abnormal Conditions
30
8.4.3
Cell Activation
31
8.4.3.1
General
31
8.4.3.2
Successful Operation
31
8.4.3.3
Unsuccessful Operation
31
8.4.3.4
Abnormal Conditions
31
9
Elements for XnAP Communication
32
9.0
General
32
9.1
Message Functional Definition and Content
32
9.1.1
Messages for Basic Mobility Procedures
32
9.1.1.1
HANDOVER REQUEST
32
9.1.1.2
HANDOVER REQUEST ACKNOWLEDGE
33
9.1.1.3
HANDOVER PREPARATION FAILURE
34
9.1.1.4
SN STATUS TRANSFER
34
9.1.1.5
UE CONTEXT RELEASE
35
9.1.1.6
HANDOVER CANCEL
35
9.1.1.7
RAN PAGING
35
9.1.2
Messages for Dual Connectivity Procedures
36
9.1.2.1
S-NODE ADDITION REQUEST
36
9.1.2.2
S-NODE ADDITION REQUEST ACKNOWLEDGE
39
9.1.2.3
S-NODE ADDITION REQUEST REJECT
41
9.1.2.4
S-NODE RECONFIGURATION COMPLETE
42
9.1.2.5
S-NODE MODIFICATION REQUEST
42
9.1.2.6
S-NODE MODIFICATION REQUEST ACKNOWLEDGE
45
9.1.2.7
S-NODE MODIFICATION REQUEST REJECT
48
9.1.2.8
S-NODE MODIFICATION REQUIRED
49
9.1.2.9
S-NODE MODIFICATION CONFIRM
49
9.1.2.10
S-NODE MODIFICATION REFUSE
50
9.1.2.11
S-NODE RELEASE REQUEST
51
9.1.2.12
S-NODE RELEASE REQUEST ACKNOWLEDGE
51
9.1.2.13
S-NODE REJECT
52
9.1.2.14
S-NODE RELEASE REQUIRED
52
9.1.2.15
S-NODE RELEASE CONFIRM
52
9.1.2.16
S-NODE COUNTER CHECK REQUEST
53
9.1.2.17
RRC TRANSFER
54
9.1.3
Messages for Global Procedures
55
9.1.3.1
XN SETUP REQUEST
55
9.1.3.2
XN SETUP RESPONSE
56
9.1.3.3
CELL ACTIVATION REQUEST
57
9.1.3.4
CELL ACTIVATION RESPONSE
57
9.1.3.5
CELL ACTIVATION FAILURE
58
9.2
Information Element definitions
58
9.2.0
General
58
9.2.1
QoS Flow Level QoS Parameters
58
9.2.2
GBR QoS Flow Information
59
9.2.3
Bit Rate
59
9.2.4
TAI Support List
60
9.2.5
Slice Support List
60
9.2.6
Allocation and Retention Priority
60
9.2.7
Non-standardised QoS Flow descriptor
61
9.2.8 PDU Sessions Admitted List
61
9.2.9
PDU Session Admitted Response Transfer
62
9.2.10
QoS Flow List
62
9.2.11
Global NG-RAN Node ID
63
9.2.12
Global ng-eNB ID
63
9.2.13
SCG Configuration Query
63
9.2.14
RLC Mode
63
9.2.100
PDU Session Resource To Be Setup List
63
9.2.101
PDU Session Resource Modify List
64
9.1.102
PDU Session Resource Release List
65
9.3
Message and Information Element Abstract Syntax (with ASN.1)
66
9.3.1
General
66
9.4
Message transfer syntax
67
9.5
Timers
67
10
Handling of unknown, unforeseen and erroneous protocol data
67
Annex A (informative): Change history
67
































































































































































Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The present document specifies the radio network layer signalling procedures of the control plane between NG-RAN nodes in NG RAN. XnAP supports the functions of Xn interface by signalling procedures defined in this document. XnAP is developed in accordance to the general principles stated in TS 38.401 [2] and TS 38.420 [3].
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: “Vocabulary for 3GPP Specifications”.
[2]
3GPP TS 38.401: “NG RAN; Architecture Description”.

[3]
3GPP TS 38.420: “NG RAN; Xn General Aspects and Principles”.

[4]
3GPP TS 38.422: ”NG RAN; Xn Signalling Transport”.

[5]
3GPP TS 38.413: “NG RAN; NG Application Protocol (NGAP)”.

[6]
3GPP TS 25.921: “Guidelines and principles for protocol description and error handling”.
[7]
3GPP TS 23.501: “System Architecture for the 5G System”.
[8]
3GPP TS 37.340: "Evolved Universal Terrestrial Radio Access (E-UTRA) and NR; Multi-connectivity; Stage 2".
[9]
3GPP TS 38.300: "NR; NR and NG-RAN Overall Description; Stage 2".
[10]
3GPP TS 38.331: "NR; Radio Resource Control (RRC) Protocol specification".
3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Elementary Procedure: XnAP protocol consists of Elementary Procedures (EPs). An XnAP Elementary Procedure is a unit of interaction between two NG-RAN nodes. An EP consists of an initiating message and possibly a response message. Two kinds of EPs are used:

-
Class 1: Elementary Procedures with response (success or failure),

-
Class 2: Elementary Procedures without response.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

M-NG-RAN node
Master NG-RAN node
S-NG-RAN node


Secondary NG-RAN node
4
General

4.1
Procedure specification principles

The principle for specifying the procedure logic is to specify the functional behaviour of the terminating NG-RAN node exactly and completely. Any rule that specifies the behaviour of the originating NG-RAN node shall be possible to be verified with information that is visible within the system.

The following specification principles have been applied for the procedure text in clause 8:

-
The procedure text discriminates between:

1)
Functionality which “shall” be executed


The procedure text indicates that the receiving node “shall” perform a certain function Y under a certain condition. If the receiving node supports procedure X but cannot perform functionality Y requested in the initiating message of a Class 1 EP, the receiving node shall respond with the message used to report unsuccessful outcome for this procedure, containing an appropriate cause value.

2)
Functionality which “shall, if supported” be executed


The procedure text indicates that the receiving node “shall, if supported,” perform a certain function Y under a certain condition. If the receiving node supports procedure X, but does not support functionality Y, the receiving node shall proceed with the execution of the EP, possibly informing the requesting node about the not supported functionality.

-
Any required inclusion of an optional IE in a response message is explicitly indicated in the procedure text. If the procedure text does not explicitly indicate that an optional IE shall be included in a response message, the optional IE shall not be included. For requirements on including Criticality Diagnostics IE, see section 10. 

4.2
Forwards and backwards compatibility

The forwards and backwards compatibility of the protocol is assured by a mechanism where all current and future messages, and IEs or groups of related IEs, include ID and criticality fields that are coded in a standard format that will not be changed in the future. These parts can always be decoded regardless of the standard version.

4.3
Specification notations

For the purposes of the present document, the following notations apply:

Procedure
When referring to an elementary procedure in the specification the Procedure Name is written with the first letters in each word in upper case characters followed by the word “procedure”, e.g. Handover Preparation procedure.

Message
When referring to a message in the specification the MESSAGE NAME is written with all letters in upper case characters followed by the word “message”, e.g. HANDOVER REQUEST message.

IE
When referring to an information element (IE) in the specification the Information Element Name is written with the first letters in each word in upper case characters and all letters in Italic font followed by the abbreviation “IE”, e.g. E-RAB ID IE.

Value of an IE
When referring to the value of an information element (IE) in the specification the “Value” is written as it is specified in sub clause 9.2 enclosed by quotation marks, e.g. “Value”.
5
XnAP services

The present clause describes the services an NG-RAN node offers to its neighbours.
5.1
XnAP procedure modules

The Xn interface XnAP procedures are divided into two modules as follows:

1.
XnAP Basic Mobility Procedures;

2.
XnAP Global Procedures;

The XnAP Basic Mobility Procedures module contains procedures used to handle the UE mobility within E-UTRAN.

The Global Procedures module contains procedures that are not related to a specific UE. The procedures in this module are in contrast to the above module involving two peer NG-RAN nodes.
5.2
Parallel transactions

Unless explicitly indicated in the procedure specification, at any instance in time one protocol peer shall have a maximum of one ongoing XnAP procedure related to a certain UE.

6
Services expected from signalling transport

The signalling connection shall provide in sequence delivery of XnAP messages. XnAP shall be notified if the signalling connection breaks.

Xn signalling transport is described in TS 38.422 [4].
7
Functions of XnAP

Editor’s Note: All the text below is FFS.
The XnAP protocol provides the following functions:

-
Dual Connectivity. This function allows the NG-RAN node to request another NG-RAN node to provide radio resources for a certain UE while keeping responsibility for that UE.
-
Energy Saving. This function allows decreasing energy consumption by enabling indication of cell activation/deactivation over the Xn interface.

The mapping between the above functions and Xn EPs is shown in the table below.

Table 7-1: Mapping between XnAP functions and XnAP EPs

	Function
	Elementary Procedure(s)

	Dual Connectivity
	a) S-NG-RAN node Addition Preparation

b) S-NG-RAN node Reconfiguration Completion

c) M-NG-RAN node initiated S-NG-RAN node Modification Preparation

d) S-NG-RAN node initiated S-NG-RAN node Modification

e) M-NG-RAN node initiated S-NG-RAN node Release

f) S-NG-RAN node initiated S-NG-RAN node Release

g) S-NG-RAN node Counter Check
h) RRC transfer

	Energy Saving
	a) NG-RAN node Configuration Update

b) Cell Activation


8
XnAP procedures

8.1
Elementary procedures

Editor’s Note: All the text below is FFS.
In the following tables, all EPs are divided into Class 1 and Class 2 EPs.

Table 8.1-1: Class 1 Elementary Procedures

	Elementary Procedure
	Initiating Message
	Successful Outcome
	Unsuccessful Outcome

	
	
	Response message
	Response message

	Handover Preparation
	HANDOVER REQUEST
	HANDOVER REQUEST ACKNOWLEDGE
	HANDOVER PREPARATION FAILURE

	Retrieve UE Context
	RETRIEVE UE CONTEXT REQUEST
	RETRIEVE UE CONTEXT RESPONSE
	RETRIEVE UE CONTEXT FAILURE

	S-NG-RAN node Addition Preparation
	S-NODE ADDITION REQUEST
	S-NODE ADDITION REQUEST ACKNOWLEDGE
	S-NODE ADDITION REQUEST REJECT

	M-NG-RAN node initiated S-NG-RAN node Modification Preparation
	S-NODE MODIFICATION REQUEST
	S-NODE MODIFICATION REQUEST ACKNOWLEDGE
	S-NODE MODIFICATION REQUEST REJECT

	S-NG-RAN node initiated S-NG-RAN node Modification
	S-NODE MODIFICATION REQUIRED
	S-NODE MODIFICATION CONFIRM
	S-NODE MODIFICATION REFUSE

	M-NG-RAN node initiated S-NG-RAN node Release
	S-NODE RELEASE REQUEST
	S-NODE RELEASE REQUEST ACKNOWLEDGE
	S-NODE RELEASE REJECT

	S-NG-RAN node initiated S-NG-RAN node Release
	S-NODE RELEASE REQUIRED
	S-NODE RELEASE CONFIRM
	

	Xn Setup 
	XN SETUP REQUEST
	XN SETUP RESPONSE
	XN SETUP FAILURE

	NG-RAN node Configuration Update
	NG-RAN NODE CONFIGURATION UPDATE
	NG-RAN NODE CONFIGURATION UPDATE ACKNOWLEDGE
	NG-RAN NODE CONFIGURATION UPDATE FAILURE

	Cell Activation
	CELL ACTIVATION REQUEST
	CELL ACTIVATION RESPONSE
	CELL ACTIVATION FAILURE


Table 8.1-2: Class 2 Elementary Procedures

	Elementary Procedure
	Initiating Message

	Handover Cancel
	HANDOVER CANCEL

	SN Status Transfer
	SN STATUS TRANSFER

	RAN Paging
	RAN PAGING

	Data Forwarding Address Indication
	DATA FORWARDING ADDRESS INDICATION

	S-NG-RAN node Reconfiguration Completion
	S-NODE RECONFIGURATION COMPLETE

	
	

	S-NG-RAN node Counter Check
	S-NODE COUNTER CHECK REQUEST

	UE Context Release
	UE CONTEXT RELEASE

	RRC Transfer
	RRC TRANSFER


8.2
Basic mobility procedures

8.2.1
Handover Preparation
8.2.1.1
General

This procedure is used to establish necessary resources in an NG-RAN node for an incoming handover.

The procedure uses UE-associated signalling.

8.2.1.2
Successful Operation
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Figure 8.2.1.2-1: Handover Preparation, successful operation

The source NG-RAN node initiates the procedure by sending the HANDOVER REQUEST message to the target NG-RAN node. When the source NG-RAN node sends the HANDOVER REQUEST message, it shall start the timer TRELOCprep. 

For each E-RAB ID IE included in the Qos Flow List IE in the HANDOVER REQUEST message, the target NG-RAN node shall, if supported, store the content of the IE in the UE context and use it for subsequent inter-system handover.
If the Masked IMEISV IE is contained in the HANDOVER REQUEST message the target NG-RAN node shall, if supported, use it to determine the characteristics of the UE for subsequent handling.
If the PDU Session Resource Setup List IE is contained in the HANDOVER REQUEST message, the target NG-RAN node behave the same as the one defined in the PDU Session Resource Setup procedure. The target NG-RAN node shall report in the HANDOVER REQUEST ACKNOWLEDGE message the successful establishment of the result for all the requested PDU sessions. When the target NG-RAN node reports the unsuccessful establishment of a PDU Session, the cause value should be precise enough to enable the source NG-RAN node to know the reason for the unsuccessful establishment.

If the Handover Restriction List IE is
-
contained in the HANDOVER REQUEST message, the target NG-RAN node shall

-
store the information received in the Handover Restriction List IE in the UE context;

-
use this information to determine a target for the UE during subsequent mobility action for which the NG-RAN node provides information about the target of the mobility action towards the UE, except when one of the PDU sessions has a particular ARP value (TS 23.501 [7]) in which case the information shall not apply;

-
use this information to select a proper SCG during dual connectivity operation.

-
not contained in the HANDOVER REQUEST message, the target NG-RAN node shall consider that no roaming and no access restriction apply to the UE.

If the Trace Activation IE is included in the HANDOVER REQUEST message the target NG-RAN node shall, if supported, initiate the requested trace function as described in TS 32.422 [11]. In particular, the target NG-RAN node shall, if supported: [FFS pending SA5]
-
if the Trace Activation IE does not include the MDT Configuration IE, initiate the requested trace session as described in TS 32.422 [11];

-
if the Trace Activation IE includes the MDT Activation IE, within the MDT Configuration IE, set to “Immediate MDT and Trace”, initiate the requested trace session and MDT session as described in TS 32.422 [11];

-
if the Trace Activation IE includes the MDT Activation IE, within the MDT Configuration IE, set to “Immediate MDT Only”, or “Logged MDT only”, initiate the requested MDT session as described in TS 32.422 [11] and the NG-RAN node shall ignore the Interfaces To Trace IE and Trace Depth IE;
-
if the Trace Activation IE includes the MDT Location Information IE, within the MDT Configuration IE, store this information and take it into account in the requested MDT session;
-
if the Trace Activation IE includes the Signalling based MDT PLMN List IE, within the MDT Configuration IE, the NG-RAN node may use it to propagate the MDT Configuration as described in TS 37.320 [12].

If the UE Security Capabilities IE is included in the HANDOVER REQUEST message, the target NG-RAN node shall handle it accordingly. [FFS pending SA3]
If the Management Based MDT Allowed IE is contained in the HANDOVER REQUEST message, the target NG-RAN node shall use it, if supported, together with information in the Management Based MDT PLMN List IE, if available in the UE context, to allow subsequent selection of the UE for management based MDT defined in TS 32.422 [11]. [FFS pending SA5].
If the UE Context Reference at the S-NG-RAN IE is contained in the HANDOVER REQUEST message the target NG-RAN node may use it as specified in TS 37.340 [8]. In this case, the source NG-RAN node may expect the target NG-RAN node to include the UE Context Kept Indicator IE set to "True" in the HANDOVER REQUEST ACKNOWLEDGE message, which shall use this information as specified in TS 37.340 [8].
Editor’s Note:
Further details are FFS
8.2.1.3
Unsuccessful Operation (if applicable)
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Figure 8.2.1.3-1: Handover Preparation, unsuccessful operation

If the target NG-RAN node does not admit at least one PDU Session Resource, or a failure occurs during the Handover Preparation, the target NG-RAN node shall send the HANDOVER PREPARATION FAILURE message to the source NG-RAN node. The message shall contain the Cause IE with an appropriate value.
















Editor’s Note:
Further details are FFS
Interactions with Handover Cancel procedure:

If there is no response from the target NG-RAN node to the HANDOVER REQUEST message before timer TRELOCprep expires in the source NG-RAN node, the source NG-RAN node should cancel the Handover Preparation procedure towards the target NG-RAN node by initiating the Handover Cancel procedure with the appropriate value for the Cause IE. The source NG-RAN node shall ignore any HANDOVER REQUEST ACKNOWLEDGE or HANDOVER PREPARATION FAILURE message received after the initiation of the Handover Cancel procedure and remove any reference and release any resources related to the concerned Xn UE-associated signalling.
8.2.1.4
Abnormal Conditions

Editor’s Note:
Further details are FFS
8.2.2
SN Status Transfer
8.2.2.1
General

The purpose of the SN Status Transfer procedure is to transfer the uplink PDCP SN and HFN receiver status and the downlink PDCP SN and HFN transmitter status either, from the source to the target NG-RAN node during an Xn handover, for each respective DRB of the source DRB configuration for which PDCP SN and HFN status preservation applies.

Editor’s Note:
Further details are FFS, even the text above is pending RAN2 confirmation. How and whether to support change of DRB configuration is FFS.
The procedure uses UE-associated signalling.

8.2.2.2
Successful Operation
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Figure 8.2.2.2-1: SN Status Transfer, successful operation

Editor’s Note:
Further details are FFS
8.2.2.3
Unsuccessful Operation

Not applicable.

8.2.2.4
Abnormal Conditions

If the target NG-RAN node receives this message for a UE for which no prepared handover exists at the target NG-RAN node, the target NG-RAN node shall ignore the message.

8.2.3
Handover Cancel

8.2.3.1
General

The Handover Cancel procedure is used to enable a source NG-RAN node to cancel an ongoing handover preparation or an already prepared handover.

The procedure uses UE-associated signalling.

8.2.3.2
Successful Operation
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Figure 8.2.4.2-1: Handover Cancel, successful operation

The source NG-RAN node initiates the procedure by sending the HANDOVER CANCEL message to the target NG-RAN node. The source NG-RAN node shall indicate the reason for cancelling the handover by means of an appropriate cause value.

Editor’s Note:
Further details are FFS
8.2.3.3
Unsuccessful Operation

Not applicable.

8.2.3.4
Abnormal Conditions

If the HANDOVER CANCEL message refers to a context that does not exist, the target NG-RAN node shall ignore the message.

8.2.4
Retrieve UE Context

8.2.4.1
General

Editor’s Note:
The content of this chapter is FFS
The purpose of the Retrieve UE Context procedure is to retrieve the UE context from the NG-RAN node where the UE has been sent to RRC_INACTIVE (old NG-RAN node) and transfer it to the NG-RAN node where the UE RRC Connection has been requested to be established from RRC_INACTIVE (new NG-RAN node).

The procedure uses UE-associated signalling.

Editor’s Note:
Details are FFS.

8.2.4.2
Successful Operation

Editor’s Note:
The content of this chapter is FFS
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Figure 8.2.4.2-1: Retrieve UE Context, successful operation

The new NG-RAN node initiates the procedure by sending the RETRIEVE UE CONTEXT REQUEST message to the old NG-RAN node. 

Editor’s Note:
Details are FFS.

8.2.4.3
Unsuccessful Operation

Editor’s Note:
The content of this chapter is FFS
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Figure 8.2.4.3-1: Retrieve UE Context, unsuccessful operation

Editor’s Note:
Details are FFS.

8.2.4.4
Abnormal Conditions

Editor’s Note:
Details are FFS.

8.2.5
RAN Paging
8.2.5.1
General
The purpose of the RAN Paging procedure is to enable the NG-RAN node1 to request paging of a UE in the NG-RAN node2.

The procedure uses non UE-associated signalling.

8.2.5.2
Successful operation
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Figure 8.2.5.2-1: RAN Paging: successful operation

The RAN Paging procedure is triggered by the NG-RAN node1 by sending the PAGING message to the NG-RAN node2, in which the necessary information e.g. UE Paging Identity should be provided.
The Paging Priority IE may be included in the RAN PAGING message, and if present the NG-RAN node2 may use it to prioritize paging.

Editor’s Note:
Paging prioritisation in for RAN paging in NG RAN is FFS.

 The Assistance Data for Paging IE may be included in the RAN PAGING message, and if present the NG-RAN node2 may use it according to TS 38.300.Editor’s Note:
Details are FFS and depend, among others, on outcome of discussions on which information is contained in the Assistance Data for Paging IE.
8.2.5.3
Unsuccessful Operation

Not applicable.
8.2.5.4
Abnormal Condition

Not applicable.
8.2.6
Data Forwarding Address Indication
8.2.6.1
General

Editor’s Note:
The content of this chapter is FFS
For the retrieval of a UE context, the Data Forwarding Address Indication procedure is used to provide forwarding addresses from the new NG-RAN node to the old NG-RAN node for all PDU Session Resources successfully established at the new NG-RAN node.
The procedure uses UE-associated signalling.

Editor’s Note:
Details are FFS.

8.2.6.2
Successful Operation

Editor’s Note:
The content of this chapter is FFS
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Figure 8.2.6.2-1: Data Forwarding Address Indication, successful operation
The Data Forwarding Address Indication procedure is initiated by the new NG-RAN node. Sending the DATA FORWARDING ADDRESS INDICATION message, the new NG-RAN node informs the old NG-RAN node of successfully established PDU Session Resource contexts to which DL user data pending at the old NG-RAN node can be forwarded. 

Upon reception of the DATA FORWARDING ADDRESS INDICATION message, the old NG-RAN node should forward pending DL user data to the indicated TNL addresses.

Editor’s Note:
Details are FFS.

8.2.6.3
Unsuccessful Operation

Editor’s Note:
Details are FFS.

8.2.6.4
Abnormal Conditions

Editor’s Note:
Details are FFS.

8.2.7
UE Context Release

8.2.7.1
General

For handover, the UE Context Release procedure is initiated by the target NG-RAN node to indicate to the source NG-RAN node that radio and control plane resources for the associated UE context are allowed to be released.

Editor’s Note:
Further details are FFS
The procedure uses UE-associated signalling.

8.2.7.2
Successful Operation
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Figure 8.2.7.2-1: UE Context Release, successful operation for handover

Handover

The UE Context Release procedure is initiated by the target NG-RAN node. By sending the UE CONTEXT RELEASE message the target NG-RAN node informs the source NG-RAN node of Handover success and triggers the release of resources. 
Editor’s Note:
Further details are FFS
8.2.7.3
Unsuccessful Operation

Not applicable.

8.2.7.4
Abnormal Conditions

If the UE Context Release procedure is not initiated towards the source NG-RAN node from any prepared NG-RAN node before the expiry of the timer TXnRELOCoverall, the source NG-RAN node shall request the AMF to release the UE context. 

If the UE returns to source NG-RAN node before the reception of the UE CONTEXT RELEASE message or the expiry of the timer TXnRELOCoverall, the source NG-RAN node shall stop the TXnRELOCoverall and continue to serve the UE.

Editor’s Note:
Further details are FFS
8.3
Procedures for Dual Connectivity
Editor’s Note: Names of procedures and messages are FFS.
8.3.1
S-NG-RAN node Addition Preparation

Editor’s Note: All the text below is FFS.
8.3.1.1
General

The purpose of the S-NG-RAN node Addition Preparation procedure is to request the S-NG-RAN node to allocate resources for dual connectivity operation for a specific UE.
The procedure uses UE-associated signalling.

8.3.1.2
Successful Operation
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Figure 8.3.1.2-1: S-NG-RAN node Addition Preparation, successful operation

The M-NG-RAN node initiates the procedure by sending the S-NODE ADDITION REQUEST message to the S-NG-RAN node.

When the M-NG-RAN node sends the S-NODE ADDITION REQUEST message, it shall start the timer TDCprep.
The allocation of resources according to the values of the Allocation and Retention Priority IE included in the PDU session Level QoS Parameters IE shall follow the principles described for the PDU session Setup procedure in TS 38.413 [5].
If the S-NODE ADDITION REQUEST message contains the Serving PLMN IE, the S-NG-RAN node may use it for RRM purposes.

If the S-NODE ADDITION REQUEST message contains the Expected UE Behaviour IE, the S-NG-RAN node shall, if supported, store this information and may use it to optimize resource allocation.

If the S-NODE ADDITION REQUEST message contains the Handover Restriction List IE, the S-NG-RAN node, if supported, shall store this information and use it to select an appropriate SCG.
The S-NG-RAN node shall report to the M-NG-RAN node, in the S-NODE ADDITION REQUEST ACKNOWLEDGE message, the result for all the requested PDU sessions in the following way:

-
A list of PDU sessions which are successfully established shall be included in the PDU sessions Admitted To Be Added List IE.

-
A list of PDU sessions which failed to be established shall be included in the PDU sessions Not Admitted List IE.
Editor’s Note:
Security handling for SCG split bearer is FFS.
Upon reception of the S-NODE ADDITION REQUEST ACKNOWLEDGE message the M-NG-RAN node shall stop the timer TDCprep.

If the SIPTO L-GW Transport Layer Address IE is received in the S-NODE ADDITION REQUEST ACKNOWLEDGE message, the M-NG-RAN node stores this information and use it according to TS 37.340 [8].

If the S-NG-RAN node UE XnAP ID IE is contained in the S-NODE ADDITION REQUEST message, the S-NG-RAN node shall, if supported, store this information and use it as defined in TS 37.340 [8].

Interactions with the S-NG-RAN node Reconfiguration Completion procedure:

If the S-NG-RAN node admits at least one PDU session, the S-NG-RAN node shall start the timer TDCoverall when sending the S-NODE ADDITION REQUEST ACKNOWLEDGE message to the M-NG-RAN node. The reception of the S-NODE RECONFIGURATION COMPLETE message shall stop the timer TDCoverall.
8.3.1.3
Unsuccessful Operation
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Figure 8.3.1.3-1: S-NG-RAN node Addition Preparation, unsuccessful operation

If the S-NG-RAN node is not able to accept any of the bearers or a failure occurs during the S-NG-RAN node Addition Preparation, the S-NG-RAN node sends the S-NODE ADDITION REQUEST REJECT message with an appropriate cause value to the M-NG-RAN node.

8.3.1.4
Abnormal Conditions

Void.

8.3.2
S-NG-RAN node Reconfiguration Completion

Editor’s Note: All the text below is FFS.
8.3.2.1
General

The purpose of the S-NG-RAN node Reconfiguration Completion procedure is to provide information to the S-NG-RAN node whether the requested configuration was successfully applied by the UE.

The procedure uses UE-associated signalling.

8.3.2.2
Successful Operation
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Figure 8.3.2.2-1: S-NG-RAN node Reconfiguration Complete procedure, successful operation.

The M-NG-RAN node initiates the procedure by sending the S-NODE RECONFIGURATION COMPLETE message to the S-NG-RAN node.
The S-NODE RECONFIGURATION COMPLETE message may contain information that

-
either the UE has successfully applied the configuration requested by the S-NG-RAN node. The M-NG-RAN node may also provide configuration information in the M-NG-RAN node to S-NG-RAN node Container IE.

-
or the M-NG-RAN node has not triggered configuration requested by the S-NG-RAN node. The M-NG-RAN node shall provide information with sufficient precision in the included Cause IE to enable the S-NG-RAN node to know the reason for an unsuccessful reconfiguration. The M-NG-RAN node may also provide configuration information in the M-NG-RAN node to S-NG-RAN node Container IE.

Upon reception of the S-NODE RECONFIGURATION COMPLETE message the S-NG-RAN node shall stop the timer TDCoverall.

8.3.2.2.3
Abnormal Conditions

Void.

8.3.3
M-NG-RAN node initiated S-NG-RAN node Modification Preparation

Editor’s Note: All the text below is FFS.
8.3.3.1
General

This procedure is used to enable an M-NG-RAN node to request an S-NG-RAN node to modify the UE context at the S-NG-RAN node or to query the current SCG configuration for supporting delta signalling in M-NG-RAN node initiated S-NG-RAN node change.

The procedure uses UE-associated signalling.

8.3.3.2
Successful Operation
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Figure 8.3.3.2-1: M-NG-RAN node initiated S-NG-RAN node Modification Preparation, successful operation
The M-NG-RAN node initiates the procedure by sending the S-NODE MODIFICATION REQUEST message to the S-NG-RAN node.

When the M-NG-RAN node sends the S-NODE MODIFICATION REQUEST message, it shall start the timer TDCprep.

The S-NODE MODIFICATION REQUEST message may contain

-
within the UE Context Information IE;

-
PDU sessions to be added within the PDU sessions To Be Added Item IE;

-
PDU sessions to be modified within the PDU sessions To Be Modified Item IE;

-
PDU sessions to be released within the PDU sessions To Be Released Item IE;

-
the S-NG-RAN node UE Aggregate Maximum Bit Rate IE;

-
the M-NG-RAN node to S-NG-RAN node Container IE;

-
the SCG Change Indication IE;

-
the SCG Configuration Query IE.
If the S-NODE MODIFICATION REQUEST message contains the Serving PLMN IE, the S-NG-RAN node may use it for RRM purposes.

If the S-NODE MODIFICATION REQUEST message contains the Handover Restriction List IE, the S-NG-RAN node shall 
· replace the previously provided Handover Restriction List by the received Handover Restriction List in the UE context;

· use this information to select an appropriate SCG.
If the S-NG-RAN node UE Aggregate Maximum Bit Rate IE is included in the S-NODE MODIFICATION REQUEST message, the S-NG-RAN node shall:

-
replace the previously provided S-NG-RAN node UE Aggregate Maximum Bit Rate by the received S-NG-RAN node UE Aggregate Maximum Bit Rate in the UE context;

-
use the received S-NG-RAN node UE Aggregate Maximum Bit Rate for non-GBR Bearers for the concerned UE as defined in TS 37.340 [8].

The allocation of resources according to the values of the Allocation and Retention Priority IE included in the PDU session Level QoS Parameters IE shall follow the principles described for the PDU session Setup procedure in TS 38.413 [5].
If at least one of the requested modifications is admitted by the S-NG-RAN node, the S-NG-RAN node shall modify the related part of the UE context accordingly and send the S-NODE MODIFICATION REQUEST ACKNOWLEDGE message back to the M-NG-RAN node. 

The S-NG-RAN node shall include the PDU sessions for which resources have been either added or modified or released at the S-NG-RAN node either in the PDU sessions Admitted To Be Added List IE or the PDU sessions Admitted To Be Modified List IE or the PDU sessions Admitted To Be Released List IE. The S-NG-RAN node shall include the PDU sessions that have not been admitted in the PDU sessions Not Admitted List IE with an appropriate cause value.

If the PDU session level QoS parameter IE is included in the S-NODE MODIFICATION REQUEST message for an PDU session to be modified the S-NG-RAN node shall allocate respective resources and provide corresponding radio configuration information within the S-NG-RAN node to M-NG-RAN node Container IE as described in TS 37.340 [8].

If the S-NODE MODIFICATION REQUEST message contains for an PDU session to be modified which is configured with the SCG bearer option the NG UL GTP Tunnel Endpoint IE the S-NG-RAN node shall use it as the new UL NG-U address.

If the S-NODE MODIFICATION REQUEST message contains for an PDU session to be modified which is configured with the split bearer option the M-NG-RAN node GTP Tunnel Endpoint IE the S-NG-RAN node shall use it as the new UL Xn-U address.

For an PDU session to be modified which is configured with the SCG bearer option the S-NG-RAN node may include in the S-NODE MODIFICATION REQUEST ACKNOWLEDGE message the NG DL GTP Tunnel Endpoint IE.

For an PDU session to be modified which is configured with the split bearer option the S-NG-RAN node may include in the S-NODE MODIFICATION REQUEST ACKNOWLEDGE message the S-NG-RAN node GTP Tunnel Endpoint IE.

If the SCG Change Indication IE is included in the S-NODE MODIFICATION REQUEST message, the S-NG-RAN node shall act as specified in TS 37.340 [8].

Upon reception of the S-NODE MODIFICATION REQUEST ACKNOWLEDGE message the M-NG-RAN node shall stop the timer TDCprep. If the S-NODE MODIFICATION REQUEST ACKNOWLEDGE message has included the S-NG-RAN node to M-NG-RAN node Container IE the M-NG-RAN node is then defined to have a Prepared S-NG-RAN node Modification for that Xn UE-associated signalling. 

If the SCG Configuration Query IE is included in the S-NODE MODIFICATION REQUEST message, the S-NG-RAN node shall provide corresponding radio configuration information within the SgNB to MeNB Container IE as described in TS 37.340 [8].
Interactions with the S-NG-RAN node Reconfiguration Completion procedure:

If the S-NG-RAN node admits a modification of the UE context requiring the M-NG-RAN node to report about the success of the RRC connection reconfiguration procedure, the S-NG-RAN node shall start the timer TDCoverall when sending the S-NODE MODIFICATION REQUEST ACKNOWLEDGE message to the M-NG-RAN node. The reception of the S-NG-RAN node RECONFIGURATION COMPLETE message shall stop the timer TDCoverall.

8.3.3.3
Unsuccessful Operation
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Figure 8.3.3.3-1: M-NG-RAN node initiated S-NG-RAN node Modification Preparation, unsuccessful operation
If the S-NG-RAN node does not admit any modification requested by the M-NG-RAN node, or a failure occurs during the M-NG-RAN node initiated S-NG-RAN node Modfication Preparation, the S-NG-RAN node shall send the S-NODE MODIFICATION REQUEST REJECT message to the M-NG-RAN node. The message shall contain the Cause IE with an appropriate value.

If the S-NG-RAN node receives a S-NODE MODIFICATION REQUEST message containing the M-NG-RAN node to S-NG-RAN node Container IE that does not include required information as specified in TS 37.340 [8], the S-NG-RAN node shall send the S-NODE MODIFICATION REQUEST REJECT message to the M-NG-RAN node.

8.3.3.4
Abnormal Conditions

Void.

8.3.4
S-NG-RAN node initiated S-NG-RAN node Modification

Editor’s Note: All the text below is FFS.
8.3.4.1
General

This procedure is used by the S-NG-RAN node to modify the UE context in the S-NG-RAN node.
The procedure uses UE-associated signalling.

8.3.4.2
Successful Operation
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Figure 8.3.4.2-1: S-NG-RAN node initiated S-NG-RAN node Modification, successful operation.

The S-NG-RAN node initiates the procedure by sending the S-NODE MODIFICATION REQUIRED message to the M-NG-RAN node.

When the S-NG-RAN node sends the S-NODE MODIFICATION REQUIRED message, it shall start the timer TDCoverall. 

The S-NODE MODIFICATION REQUIRED message may contain

-
the S-NG-RAN node to M-NG-RAN node Container IE.
-
PDU sessions to be released within the PDU sessions To Be Released Item IE;

-
the SCG Change Indication IE.

If the M-NG-RAN node receives a S-NODE MODIFICATION REQUIRED message containing the SCG Change Indication IE, the M-NG-RAN node shall act as specified in TS 37.340 [8].

If the M-NG-RAN node is able to perform the modifications requested by the S-NG-RAN node, the M-NG-RAN node shall send the S-NODE MODIFICATION CONFIRM message to the S-NG-RAN node. The S-NODE MODIFICATION CONFIRM message may contain the M-NG-RAN node to S-NG-RAN node Container IE.

Upon reception of the S-NODE MODIFICATION CONFIRM message the S-NG-RAN node shall stop the timer TDCoverall.
8.3.4.3
Unsuccessful Operation
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Figure 8.3.4.3-1: S-NG-RAN node initiated S-NG-RAN node Modification, unsuccessful operation.

In case the request modification cannot be performed successfully the M-NG-RAN node shall respond with the S-NODE MODIFICATION REFUSE message to the S-NG-RAN node with an appropriate cause value in the Cause IE.

The M-NG-RAN node may also provide configuration information in the M-NG-RAN node to S-NG-RAN node Container IE.

8.3.4.4
Abnormal Conditions

Void.

8.3.5
M-NG-RAN node initiated S-NG-RAN node Release
Editor’s Note: All the text below is FFS.
8.3.5.1
General

The M-NG-RAN node initiated S-NG-RAN node Release procedure is triggered by the M-NG-RAN node to initiate the release of the resources for a specific UE.
The procedure uses UE-associated signalling.

8.3.5.2
Successful Operation
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Figure 8.3.5.2-1: M-NG-RAN node initiated S-NG-RAN node Release, successful operation

The M-NG-RAN node initiates the procedure by sending the S-NODE RELEASE REQUEST message. Upon reception of the S-NODE RELEASE REQUEST message the S-NG-RAN node shall stop providing user data to the UE.

The S-NG-RAN node UE XnAP ID IE shall be included if it has been obtained from the S-NG-RAN node. The M-NG-RAN node shall provide appropriate information within the Cause IE.
If the PDU session context in the S-NG-RAN node was configured with the SCG bearer option, for each SCG bearer for which the M-NG-RAN node requests forwarding of uplink/downlink data, the M-NG-RAN node includes the UL Forwarding GTP Tunnel Endpoint/ DL Forwarding GTP Tunnel Endpoint IE within the PDU sessions To Be Released Item IE of the S-NODE RELEASE REQUEST message to indicate that the S-NG-RAN node should perform data forwarding of uplink/downlink packets for that SCG bearer.

If the PDU session context in the S-NG-RAN node was configured with the split bearer option, for each Split bearer for which the M-NG-RAN node requests forwarding of downlink data, the M-NG-RAN node includes the DL Forwarding GTP Tunnel Endpoint IE within the PDU sessions To Be Released Item IE of the S-NODE RELEASE REQUEST message to indicate that the S-NG-RAN node should perform data forwarding of downlink packets for that split bearer.

Upon reception of the S-NODE RELEASE REQUEST message containing UE Context Kept Indicator IE set to “True”, the S-NG-RAN node shall, if supported, only initiate the release of the resources related to the UE-associated signalling connection between the M-NG-RAN node and the S-NG-RAN node.
If the S-NG-RAN node confirms the request to release S-NG-RAN node resources it shall send the SGNB RELEASE REQUEST ACKNOWLEDGE message to the M-NG-RAN node.
8.3.5.3
Unsuccessful Operation
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Figure 8.3.5.3-1: M-NG-RAN node initiated S-NG-RAN node Release, unsuccessful operation

If the S-NG-RAN node cannot confirms the request to release S-NG-RAN node resources it shall send the S-NODE  RELEASE REJECT message to the M-NG-RAN node with an appropriate cause indicated in the Cause IE.

8.3.5.4
Abnormal Conditions

Void.

8.3.6
S-NG-RAN node initiated S-NG-RAN node Release
Editor’s Note: All the text below is FFS.
8.3.6.1
General

This procedure is triggered by the S-NG-RAN node to initiate the release of the resources for a specific UE.

The procedure uses UE-associated signalling.

8.3.6.2
Successful Operation
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Figure 8.3.6.2-1: S-NG-RAN node initiated S-NG-RAN node Release, successful operation.

The S-NG-RAN node initiates the procedure by sending the S-NODE RELEASE REQUIRED message to the M-NG-RAN node.
Upon reception of the S-NODE RELEASE REQUIRED message, the M-NG-RAN node replies with the S-NODE RELEASE CONFIRM message.
For each PDU session configured with the SCG bearer option, the M-NG-RAN node may include the DL Forwarding GTP Tunnel Endpoint IE and the UL Forwarding GTP Tunnel Endpoint IE within the PDU sessions To Be Released Item IE to indicate that it requests data forwarding of uplink and downlink packets to be performed for that bearer. For each PDU session configured with the split bearer option, the M-NG-RAN node may include the DL Forwarding GTP Tunnel Endpoint IE within the PDU sessions To Be Released Item IE to indicate that it requests data forwarding of downlink packets to be performed for that bearer.
The S-NG-RAN node may start data forwarding and stop providing user data to the UE upon reception of the S-NODE RELEASE CONFIRM message,

8.3.6.3
Unsuccessful Operation

Not applicable.

8.3.6.4
Abnormal Conditions

Void.
8.3.7
S-NG-RAN node Counter Check
Editor’s Note: All the text below is FFS.
8.3.7.1
General

This procedure is initiated by the S-NG-RAN node to request the M-NG-RAN node to execute a counter check procedure to verify the value of the PDCP COUNTs associated with SCG bearers established in the S-NG-RAN node.

The procedure uses UE-associated signalling.

8.3.7.2
Successful Operation
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Figure 8.3.7.2-1: S-NG-RAN node Counter Check procedure, successful operation.

The S-NG-RAN node initiates the procedure by sending the S-NODE COUNTER CHECK REQUEST message to the M-NG-RAN node.
Upon reception of the S-NODE COUNTER CHECK REQUEST message, the M-NG-RAN node may perform the RRC counter check procedure as defined in xxx.

8.3.7.3
Unsuccessful Operation

Not applicable.

8.3.7.4
Abnormal Conditions

Not applicable.

8.3.8
RRC Transfer
8.3.8.1
General

The purpose of the RRC Transfer procedure is to deliver an LTE RRC message encapsulated in a PDCP-C PDU to the S-NG-RAN-NODE that it may then be forwarded to the UE, or from the S-NG-RAN-NODE, if it was received from the UE. Delivery status may also be provided from the S-NG-RAN-NODE to the M-NG-RAN-NODE using the RRC Transfer.

Editor’s Note:
Whether to use RRC transfer to provide delivery status is FFS.
The procedure is also used to enable transfer of the NR RRC message container with the NR measurements from the M-NG-RAN-NODE to the S-NG-RAN-NODE, when received from the UE.
The procedure uses UE-associated signalling.

8.3.8.2
Successful Operation
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Figure 8.3.8.2-1: RRC Transfer procedure, successful operation.

The M-NG-RAN-NODE initiates the procedure by sending the RRC TRANSFER message to the S-NG-RAN-NODE or the S-NG-RAN-NODE initiates the procedure by sending the RRC TRANSFER message to the M-NG-RAN-NODE.

8.3.8.3
Abnormal Conditions

In case of the MCG split SRBs, the receiving node may ignore the message, if the M-NG-RAN-NODE has not indicated possibility of RRC transfer at the bearer setup.

8.4
Global procedures

8.4.1
Xn Setup
8.4.1.1
General

Editor’s Note:
The text in this chapter is FFS
The purpose of the Xn Setup procedure is to exchange application level configuration data needed for two NG-RAN nodes to interoperate correctly over the Xn-C interface. 

Editor’s Note:
Further details FFS
The procedure uses non UE-associated signalling.

8.4.1.2
Successful Operation

Editor’s Note:
The text in this chapter is FFS


[image: image25.emf]NG-RAN node

1

NG-RAN node

2

XN SETUP REQUEST

XN SETUP RESPONSE


Figure 8.4.1.2: Xn Setup, successful operation
The NG-RAN node1 initiates the procedure by sending the XN SETUP REQUEST message to the candidate NG-RAN node2. The candidate NG-RAN node2 replies with the XN SETUP RESPONSE message. 

The NG-RAN node1 may include the TAI Slice Support List IE in the XN SETUP REQUEST message. The candidate NG-RAN node2 may also include TAI Slice Support List IE in the XN SETUP RESPONSE message. The NG-RAN node receiving the IE may use it accordingly.
Editor’s Note:
Further details FFS
8.4.1.3
Unsuccessful Operation

Editor’s Note:
The text in this chapter is FFS
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Figure 8.4.1.3-1: Xn Setup, unsuccessful operation
If the candidate NG-RAN node2 cannot accept the setup it shall respond with an XN SETUP FAILURE message with appropriate cause value.

Editor’s Note:
Further details FFS
8.4.1.4
Abnormal Conditions

Editor’s Note:
Further details FFS

8.4.2
NG-RAN node Configuration Update 

8.4.2.1
General

Editor’s Note:
The text in this chapter is FFS
The purpose of the NG-RAN node Configuration Update procedure is to update application level configuration data needed for two NG-RAN nodes to interoperate correctly over the Xn-C interface.

Editor’s Note:
Further details FFS
The procedure uses non UE-associated signalling.

8.4.2.2
Successful Operation

Editor’s Note:
The text in this chapter is FFS
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Figure 8.4.2.2-1: NG-RAN node Configuration Update, successful operation
The NG-RAN node1 initiates the procedure by sending an NG-RAN NODE CONFIGURATION UPDATE message to a peer NG-RAN node2.

Editor’s Note:
Further details FFS
Editor’s Note: 
the following alignment with Energy saving should be considered when details available (tabular not yet available): If the Deactivation Indication IE is contained in Served NR Cells To Modify IE, it indicates that the concerned NR cell was switched off to lower energy consumption, and is available for activation on request from the eNB

8.4.2.3
Unsuccessful Operation

Editor’s Note:
The text in this chapter is FFS
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Figure 8.4.2.3-1: NG-RAN node Configuration Update, unsuccessful operation
If the NG-RAN node2 cannot accept the update it shall respond with an NG-RAN NODE CONFIGURATION UPDATE FAILURE message and appropriate cause value.

Editor’s Note:
Further details FFS
8.4.2.4
Abnormal Conditions

Editor’s Note:
Further details FFS
8.4.3
Cell Activation

8.4.3.1
General

The purpose of the Cell Activation procedure is to enable an NG-RAN node to request a neighbouring NG-RAN node to switch on one or more cells, previously reported as inactive due to energy saving.

The procedure uses non UE-associated signalling.

8.4.3.2
Successful Operation
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Figure 8.4.3.2-1: EN-DC Cell Activation, successful operation
An NG-RAN node1 initiates the procedure by sending a CELL ACTIVATION REQUEST message to a peer NG-RAN node2. 

Upon receipt of this message, the NG-RAN node2 should activate the cell/s indicated in the CELL ACTIVATION REQUEST message and shall indicate in the CELL ACTIVATION RESPONSE message for which cells the request was fulfilled.

Interactions with NG-RAN Configuration Update procedure: 

The NG-RAN node2 shall not send an NG-RAN CONFIGURATION UPDATE message to the NG-RAN node1 just for the reason of the cell/s indicated in the CELL ACTIVATION REQUEST message changing cell activation state, as the receipt of the CELL ACTIVATION RESPONSE message by the NG-RAN node1 is used to update the information about the activation state of NG-RAN node2 cells in the NG-RAN node1. 
8.4.3.3
Unsuccessful Operation
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Figure 8.X.a.3-1: EN-DC Cell Activation, unsuccessful operation
If the NG-RAN node2 cannot activate any of the cells indicated in the CELL ACTIVATION REQUEST message, it shall respond with a CELL ACTIVATION FAILURE message with an appropriate cause value.
8.4.3.4
Abnormal Conditions

Not applicable.
9
Elements for XnAP Communication

9.0
General

Sub clauses 9.1 and 9.2 describe the structure of the messages and information elements required for the XnAP protocol in tabular format. Sub clause 9.3 provides the corresponding ASN.1 definition. 

The following attributes are used for the tabular description of the messages and information elements: Presence, Range Criticality and Assigned Criticality. Their definition and use can be found in TS 38.413 [5].

NOTE:
The messages have been defined in accordance to the guidelines specified in TR 25.921 [6].
9.1
Message Functional Definition and Content

9.1.1
Messages for Basic Mobility Procedures

9.1.1.1
HANDOVER REQUEST
This message is sent by the source NG-RAN node to the target NG-RAN node to request the preparation of resources for a handover.

Direction: source NG-RAN node ( target NG-RAN node.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	Old NG-RAN node UE XnAP ID reference
	M
	
	<reference>
	Allocated at the source NG-RAN node
	YES
	reject

	Cause
	M
	
	<reference>
	
	YES
	reject

	Target Cell ID
	M
	
	<reference>
	Includes either a E-UTRA or NR Cell ID
	YES
	reject

	AMF Identification
	M
	
	<reference>
	
	YES
	reject

	UE Context Information
	
	1
	
	
	YES
	reject

	>NG-C UE associated Signalling reference
	M
	
	<reference>
	Allocated at the AMF on the source NG-C connection

Editor’s Note: This IE is FFS.
	-
	

	>Security Related Information
	M
	
	<reference>
	Pending SA3
	-
	

	>UE Aggregate Maximum Bit Rate
	M
	
	FFS 
	
	-
	

	>PDU Session Resources To Be Setup List
	
	1
	9.2.100
	Similar to NG-C signalling, containing UL tunnel information per PDU Session Resource;

and in addition the source side QoS flow ( DRB mapping
	-
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	>>>Qos flow list
	
	
	
	
	
	

	>RRC Context
	M
	
	OCTET STRING
	Includes reference to either TS 36.331 or TS 38.331, depending on the kind of intra-system HO.
	-
	

	>Handover Restriction List
	O
	
	<reference>
	
	-
	

	Trace Activation
	O
	
	<ref>
	[FFS pending SA5]
	YES
	ignore

	Management Based MDT Allowed
	O
	
	<ref>
	[FFS pending SA5]
	YES
	ignore

	Management Based MDT PLMN List
	O
	
	<ref>
	[FFS pending SA5]
	YES
	ignore

	Masked IMEISV
	O
	
	<ref>
	
	YES
	ignore


Editor’s Note:
Message structure and IEs need further checking and completion. Further details FFS. 

9.1.1.2
HANDOVER REQUEST ACKNOWLEDGE

This message is sent by the target NG-RAN node to inform the source NG-RAN node about the prepared resources at the target.

Direction: target NG-RAN node ( source NG-RAN node.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	Old NG-RAN node UE XnAP ID
	M
	
	<reference>
	Allocated at the source NG-RAN node
	YES
	ignore

	New NG-RAN node UE XnAP ID
	M
	
	<reference>
	Allocated at the target NG-RAN node
	YES
	ignore

	PDU Sessions Admitted List
	M
	
	9.2.8
	
	YES
	ignore

	PDU Sessions Not Admitted List
	O
	
	<reference>
	
	YES
	ignore

	Target NG-RAN node To Source NG-RAN node Transparent Container
	M
	
	OCTET STRING
	Includes reference to either TS 36.331 or TS 38.331, depending on the kind of intra-system HO.
	YES
	ignore


Editor’s Note: Message structure and IEs need further checking and completion. Further details FFS. 
9.1.1.3
HANDOVER PREPARATION FAILURE

This message is sent by the target NG-RAN node to inform the source NG-RAN node that the Handover Preparation has failed.

Direction: target NG-RAN node ( source NG-RAN node.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	Old NG-RAN node UE XnAP ID
	M
	
	<reference>
	Allocated at the source NG-RAN node
	YES
	ignore

	Cause
	M
	
	<reference>
	
	YES
	ignore


Editor’s Note: Message structure and IEs need further checking and completion. Further details FFS. 
9.1.1.4
SN STATUS TRANSFER

This message is sent by the source NG-RAN node to the target NG-RAN node to transfer the uplink/downlink PDCP SN and HFN status during a handover.

Direction: source NG-RAN node ( target NG-RAN node.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.13
	
	YES
	ignore

	Old NG-RAN node UE XnAP ID
	M
	
	<reference>
	Allocated for handover at the source NG-RAN node 
	YES
	reject

	New NG-RAN node UE XnAP ID
	M
	
	<reference>
	Allocated for handover at the target NG-RAN node 
	YES
	reject

	PDU Sessions Subject To Status Transfer List
	
	1
	
	
	YES
	ignore


Editor’s Note: Message structure and IEs need further checking and completion. Further details FFS. 

9.1.1.5
UE CONTEXT RELEASE

This message is sent by the target NG-RAN node to the source NG-RAN node to indicate that resources can be released.

Direction: target NG-RAN node ( source NG-RAN node.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	ignore

	Old NG-RAN node UE XNAP ID
	M
	
	<reference>
	Allocated for handover at the source NG-RAN node.
	YES
	reject

	New NG-RAN node UE XNAP ID
	M
	
	<reference>
	Allocated for handover at the target NG-RAN node.
	YES
	reject


Editor’s Note: Message structure and IEs need further checking and completion. Further details FFS. 

9.1.1.6
HANDOVER CANCEL

This message is sent by the source NG-RAN node to the target NG-RAN node to cancel an ongoing handover.

Direction: source NG-RAN node ( target NG-RAN node.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	ignore

	Old NG-RAN node UE XNAP ID
	M
	
	<reference>
	Allocated at the source NG-RAN node
	YES
	reject

	New NG-RAN node UE XNAP ID
	O
	
	<reference>
	Allocated at the target NG-RAN node
	YES
	ignore

	Cause
	M
	
	<reference>
	
	YES
	ignore


Editor’s Note: Message structure and IEs need further checking and completion. Further details FFS. 

9.1.1.7
RAN PAGING
This message is sent by the NG-RAN node1 to NG-RAN node2 to page a UE.

Direction: NG-RAN node1 ( NG-RAN node2.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	
	
	YES
	reject

	UE Identity Index Value
	M
	
	
	Editor’s Note: IE type is FFS.
	YES
	reject

	UE Paging Identity
	M
	
	
	Editor’s Note: IE type is FFS.
	YES
	ignore

	Paging DRX
	M
	
	
	Editor’s Note: IE type is FFS.
	YES
	ignore

	RAN Paging Area
	M
	
	
	Editor’s Note: IE type is FFS.
	YES
	reject

	Paging Priority[FFS]
	O
	
	
	
	YES
	ignore

	Assistance Data for Paging[FFS]
	O
	
	
	
	YES
	ignore


Editor’s Note: Message structure and IEs need further checking and completion. Further details FFS. 
9.1.2
Messages for Dual Connectivity Procedures

Editor’s Note: Bearer information in the tabular descriptions is FFS.
9.1.2.1
S-NODE ADDITION REQUEST
This message is sent by the M-NG-RAN node to the S-NG-RAN node to request the preparation of resources for dual connectivity operation for a specific UE.
Direction: M-NG-RAN node ( S-NG-RAN node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	UE Security Capabilities
	
M
	
	<reference>
	
	YES
	reject

	SgNB Security Key
	M
	
	<reference>
	The S-KgNB which is provided by the M-NG-RAN node, see xxx.
Editor’s Note: terminology “S-KgNB” to be fixed with SA3 and RAN2
	YES
	reject

	S-NG-RAN node UE Aggregate Maximum Bit Rate
	M
	
	UE Aggregate Maximum Bit Rate 

<reference>
	The UE Aggregate Maximum Bit Rate is split into M-NG-RAN node UE Aggregate Maximum Bit Rate and S-NG-RAN node UE Aggregate Maximum Bit Rate which are enforced by M-NG-RAN node and S-NG-RAN node respectively.
	YES
	reject

	Serving PLMN
	O
	
	PLMN Identity

<reference>
	The serving PLMN of the SCG in the S-NG-RAN node.
	YES
	ignore

	Handover Restriction List
	O
	
	<reference>
	
	YES
	ignore

	PDU sessions To Be Added List
	
	1
	
	
	YES
	reject

	>PDU sessions To Be Added Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	reject

	>>CHOICE Bearer Option
	M
	
	
	
	
	

	>>>SCG Bearer
	
	
	
	
	
	

	>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>S-NSSAI
	O
	
	<reference>
	
	–
	–

	>>>>PDU session Level QoS Parameters
	M
	
	<reference>
	Includes necessary QoS parameters
	–
	–

	>>>>DL Forwarding 
	O
	
	<reference>
	
	–
	–

	>>>>NG UL GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint <reference>
	UPF endpoint of the NG transport bearer. For delivery of UL PDUs.
	–
	–

	>>>>SIPTO Correlation ID
	O
	
	Correlation ID

<reference>
	
	–
	–

	>>>Split Bearer
	
	
	
	
	
	

	>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>S-NSSAI
	O
	
	<reference>
	
	–
	–

	>>>>PDU session Level QoS Parameters
	M
	
	<reference>
	Includes necessary QoS parameters
	–
	–

	>>>>M-NG-RAN node GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint <reference>
	M-NG-RAN node endpoint of the Xn transport bearer. For delivery of UL PDUs.
	–
	–

	>>>>RLC Mode
	M
	
	9.2.14
	Editor’s Note: The RLC Mode IE is meant to be indicated on a per DRB basis. The message structure does not yet account for that.
	–
	

	>>>SCG split Bearer
	
	
	
	
	
	

	>>>>SCG split Bearer S-NG-RAN node Addition Item
	
	1
	
	
	YES
	reject

	>>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>>S-NSSAI
	O
	
	<reference>
	
	–
	–

	>>>>>Total PDU session Level QoS Parameters
	M
	
	PDU session Level QoS Parameters 
<reference>
	Includes the PDU session Level QoS parameters as received on NG-AMF for the PDU session
	–
	–

	>>>>>M-NG-RAN node PDU session Level QoS Parameters
	O
	
	PDU session Level QoS Parameters 
<reference>
	Includes, if applicable, the share the M-NG-RAN node is offering to take
	–
	–

	>>>>>DL Forwarding 
	O
	
	<reference>
	
	–
	–

	>>>>>M-NG-RAN node GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint <reference>
	M-NG-RAN node endpoint of the Xn transport bearer. For delivery of DL PDUs.
	–
	–

	>>>>>NG UL GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint <reference>
	UPF endpoint of the NG transport bearer. For delivery of UL PDUs.
	–
	–

	>>>>>SIPTO Correlation ID
	O
	
	Correlation ID

<reference>
	
	–
	–

	M-NG-RAN node to S-NG-RAN node Container
	M
	
	OCTET STRING
	Includes the SCG-ConfigInfo message as defined in xxx
Editor’s Note: to be checked with RAN2
	YES
	reject

	S-NG-RAN node UE XnAP ID
	O
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	Expected UE Behaviour
	O
	
	<reference>
	
	YES
	ignore

	Requested MCG split SRBs
	O
	
	ENUMERATED (srb1, srb2, srb1&2, ...)
	Indicates that resources for MCG Split SRB are requested.
	YES
	reject


	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of PDU sessions. Value is 256


	
	

	
	


9.1.2.2
S-NODE ADDITION REQUEST ACKNOWLEDGE

This message is sent by the S-NG-RAN node to confirm the M-NG-RAN node about the S-NG-RAN node addition preparation.
Direction: S-NG-RAN node ( M-NG-RAN node.
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	PDU sessions Admitted To Be Added List
	
	1
	
	
	YES
	ignore

	>PDU sessions Admitted To Be Added Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	ignore

	>>CHOICE Bearer Option
	M
	
	
	
	
	

	>>>SCG Bearer
	
	
	
	
	
	

	>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>NG DL GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint
<reference>
	S-NG-RAN node endpoint of the NG transport bearer. For delivery of DL PDUs.
	–
	–

	>>>>DL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint
<reference>
	Identifies the Xn transport bearer used for forwarding of DL PDUs
	–
	–

	>>>>UL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint
<reference>
	Identifies the Xn transport bearer used for forwarding of UL PDUs
	–
	–

	>>>Split Bearer
	
	
	
	
	
	

	>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>S-NG-RAN node GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint
<reference>
	Endpoint of the Xn transport bearer at the S-NG-RAN node.
	–
	–

	>>>SCG split Bearer
	
	
	
	
	
	

	>>>>SCG split Bearer S-NG-RAN node Addition Item
	
	1
	
	
	YES
	reject

	>>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>>NG DL GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint
<reference>
	S-NG-RAN node endpoint of the NG transport bearer. For delivery of DL PDUs.
	–
	–

	>>>>>S-NG-RAN node GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint
<reference>
	S-NG-RAN node endpoint of the Xn transport bearer. For delivery of UL PDUs.
	–
	–

	>>>>>DL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint
<reference>
	Identifies the Xn transport bearer used for forwarding of DL PDUs.
	–
	–

	>>>>>UL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint
<reference>
	Identifies the Xn transport bearer used for forwarding of UL PDUs.
	–
	–

	>>>>>RLC Mode
	M
	
	9.2.14
	Editor’s Note: The RLC Mode IE is meant to be indicated on a per DRB basis. The message structure does not yet account for that.
	–
	

	>>QoS Flows Admitted List
	
	0..1
	
	
	-
	

	>>>>QoS Flows List
	O
	
	9.2.10
	
	
	

	>>QoS Flows not Admitted List
	
	0..1
	
	
	
	

	>>>>QoS Flows List
	O
	
	9.2.10
	
	
	

	PDU sessions Not Admitted List
	O
	
	PDU session List

<reference>
	A value for PDU session ID shall only be present once in PDU sessions Admitted List IE and in PDU sessions Not Admitted List IE.
	YES
	ignore

	S-NG-RAN node to M-NG-RAN node Container
	M
	
	OCTET STRING
	Includes the SCG-Config message as defined in TS 36.331 [9].

Editor’s Note: To be checked with RAN2 if the same RRC message is applicable for SCG split bearer.
	YES
	reject

	Criticality Diagnostics
	O
	
	<reference>
	
	YES
	ignore

	SIPTO L-GW Transport Layer Address
	O
	
	BIT STRING (1..160, ...)
	Indicating SIPTO L-GW Transport Layer Address.
	YES
	ignore

	Admitted MCG split SRBs
	O
	
	ENUMERATED (srb1, srb2, srb1&2, ...)
	Indicates admitted SRBs
	YES
	reject


	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of PDU sessions. Value is 256


9.1.2.3
S-NODE ADDITION REQUEST REJECT

This message is sent by the S-NG-RAN node to inform the M-NG-RAN node that the S-NG-RAN node Addition Preparation has failed.

Direction: S-NG-RAN node ( M-NG-RAN node. 
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	Cause
	M
	
	<reference>
	
	YES
	ignore

	Criticality Diagnostics
	O
	
	<reference>
	
	YES
	ignore


9.1.2.4
S-NODE RECONFIGURATION COMPLETE

This message is sent by the M-NG-RAN node to the S-NG-RAN node to indicate whether the configuration requested by the S-NG-RAN node was applied by the UE.

Direction: M-NG-RAN node ( S-NG-RAN node. 
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	ignore

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	Response Information
	M
	
	
	
	YES
	ignore

	>CHOICE Response Type
	M
	
	
	
	
	

	>>Configuration successfully applied
	
	
	
	
	
	

	>>>M-NG-RAN node to S-NG-RAN node Container 
	O
	
	OCTET STRING
	Includes the SCG-ConfigInfo message as defined in xxx.

Editor’s Note: FFS if same RRC message is applicable for SCG bearer.
	-
	-

	>>Configuration rejected by the M-NG-RAN node
	
	
	
	
	
	

	>>>Cause
	M
	
	<reference>
	
	-
	-

	>>>M-NG-RAN node to S-NG-RAN node Container
	O
	
	OCTET STRING
	Includes the SCG-ConfigInfo message as defined in xxx .

Editor’s Note: FFS if same RRC message is applicable for SCG bearer.
	-
	-


9.1.2.5
S-NODE MODIFICATION REQUEST

This message is sent by the M-NG-RAN node to the S-NG-RAN node to request the preparation to modify S-NG-RAN node resources for a specific UE.

Direction: M-NG-RAN node ( S-NG-RAN node.
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID <reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	Cause
	M
	
	<reference>
	
	YES
	ignore

	SCG Change Indication
	O
	
	<reference>
	
	YES
	ignore

	Serving PLMN
	O
	
	PLMN Identity

<reference>
	The serving PLMN of the SCG in the S-NG-RAN node.
	YES
	ignore

	Handover Restriction List
	O
	
	<reference>
	
	YES
	ignore

	SCG Configuration Query
	O
	
	9.2.13
	
	YES
	ignore

	UE Context Information
	
	0..1
	
	
	YES
	reject

	>UE Security Capabilities
	O
	
	<reference>
	
	–
	–

	>SgNB Security Key
	O
	
	<reference>
	Editor’s Note: terminology “S-KgNB” to be fixed with SA3 and RAN2
	–
	–

	>S-NG-RAN node UE Aggregate Maximum Bit Rate
	O
	
	UE Aggregate Maximum Bit Rate

<reference>
	
	–
	–

	> PDU sessions To Be Added List
	
	0..1
	
	
	–
	–

	>> PDU sessions To Be Added Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	ignore

	>>>CHOICE Bearer Option
	M
	
	
	
	
	

	>>>>SCG Bearer
	
	
	
	
	
	

	>>>>> PDU sessions ID
	M
	
	<reference>
	
	–
	–

	>>>>> PDU sessions Level QoS Parameters
	M
	
	<reference>
	Includes necessary QoS parameters
	–
	–

	>>>>>DL Forwarding 
	O
	
	<reference>
	
	–
	–

	>>>>>NG UL GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint <reference>
	UPF endpoint of the NG transport bearer. For delivery of UL PDUs.
	–
	–

	>>>>>Correlation ID
	O
	
	Correlation ID
<reference>
	
	–
	–

	>>>>>SIPTO Correlation ID
	O
	
	Correlation ID

<reference>
	
	–
	–

	>>>>Split Bearer
	
	
	
	
	
	

	>>>>> PDU sessions ID
	M
	
	<reference>
	
	–
	–

	>>>>> PDU sessions Level QoS Parameters
	M
	
	<reference>
	Includes necessary QoS parameters
	–
	–

	>>>>>M-NG-RAN node GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint <reference>
	M-NG-RAN node endpoint of the Xn transport bearer. For delivery of UL PDUs.
	–
	–

	>>>>>RLC Mode
	M
	
	9.2.14
	Editor’s Note: The RLC Mode IE is meant to be indicated on a per DRB basis. The message structure does not yet account for that.
	–
	

	> PDU sessions To Be Modified List
	
	0..1
	
	
	–
	–

	>> PDU sessions To Be Modified Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	ignore

	>>>CHOICE Bearer Option
	M
	
	
	
	
	

	>>>>SCG Bearer
	
	
	
	
	
	

	>>>>> PDU sessions ID
	M
	
	<reference>
	
	–
	–

	>>>>> PDU sessions Level QoS Parameters
	O
	
	<reference>
	Includes QoS parameters to be modified
	–
	–

	>>>>>NG UL GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	UPF endpoint of the NG transport bearer. For delivery of UL PDUs.
	–
	–

	>>>>Split Bearer
	
	
	
	
	
	

	>>>>> PDU sessions ID
	M
	
	<reference>
	
	–
	–

	>>>>> PDU sessions Level QoS Parameters
	O
	
	<reference>
	Includes QoS parameters to be modified
	–
	–

	>>>>>M-NG-RAN node GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	M-NG-RAN node endpoint of the Xn transport bearer. For delivery of UL PDUs.
	–
	–

	> PDU sessions To Be Released List
	
	0..1
	
	
	–
	–

	>> PDU sessions To Be Released Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	ignore

	>>>CHOICE Bearer Option
	M
	
	
	
	
	

	>>>>SCG Bearer
	
	
	
	
	
	

	>>>>> PDU sessions ID
	M
	
	<reference>
	
	–
	–

	>>>>>DL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	Identifies the Xn transport bearer used for forwarding of DL PDUs
	–
	–

	>>>>>UL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	Identifies the Xn transport bearer. used for forwarding of UL PDUs
	–
	–

	>>>>Split Bearer
	
	
	
	
	
	

	>>>>> PDU sessions ID
	M
	
	<reference>
	
	–
	–

	>>>>>DL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	Identifies the Xn transport bearer used for forwarding of DL PDUs
	–
	–

	M-NG-RAN node to S-NG-RAN node Container
	O
	
	OCTET STRING
	Includes the SCG-ConfigInfo message as defined in TS 38.331 [x]
	YES
	ignore


	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of E-RABs. Value is 256


9.1.2.6
S-NODE MODIFICATION REQUEST ACKNOWLEDGE

This message is sent by the S-NG-RAN node to confirm the M-NG-RAN node’s request to modify the S-NG-RAN node resources for a specific UE.

Direction: S-NG-RAN node ( M-NG-RAN node. 
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	ignore

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	ignore

	PDU sessions Admitted List
	
	0..1
	
	
	YES
	ignore

	>PDU sessions Admitted To Be Added List
	
	1
	
	
	–
	–

	>>PDU sessions Admitted To Be Added Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	ignore

	>>>CHOICE Bearer Option
	M
	
	
	
	
	

	>>>>SCG Bearer
	
	
	
	
	
	

	>>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>>NG DL GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint <reference>
	S-NG-RAN node endpoint of the NG transport bearer. For delivery of DL PDUs.
	–
	–

	>>>>>DL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	Identifies the Xn transport bearer used for forwarding of DL PDUs
	–
	–

	>>>>>UL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	Identifies the Xn transport bearer used for forwarding of UL PDUs
	–
	–

	>>>>Split Bearer
	
	
	
	
	
	

	>>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>>S-NG-RAN node GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint <reference>
	Endpoint of the Xn transport bearer at the S-NG-RAN node.
	–
	–

	>>>>SCG split Bearer
	
	
	
	
	
	

	>>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>>NG DL GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint
<reference>
	S-NG-RAN node endpoint of the NG transport bearer. For delivery of DL PDUs.
	–
	–

	>>>>>S-NG-RAN node GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint
<reference>
	S-NG-RAN node endpoint of the Xn transport bearer. For delivery of UL PDUs.
	–
	–

	>>>>>DL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint
<reference>
	Identifies the Xn transport bearer used for forwarding of DL PDUs.
	–
	–

	>>>>>UL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint
<reference>
	Identifies the Xn transport bearer used for forwarding of UL PDUs.
	–
	–

	>>>>>RLC Mode
	M
	
	9.2.14
	Editor’s Note: The RLC Mode IE is meant to be indicated on a per DRB basis. The message structure does not yet account for that.
	–
	

	>>>QoS Flows Admitted List
	
	0..1
	
	
	-
	

	>>>>QoS Flows List
	O
	
	9.2.10
	
	
	

	>>>QoS Flows not Admitted List
	
	0..1
	
	
	
	

	>>>>QoS Flows List
	O
	
	9.2.10
	
	
	

	>PDU sessions Admitted To Be Modified List
	
	0..1
	
	
	–
	–

	>>PDU sessions Admitted To Be Modified Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	ignore

	>>>CHOICE Bearer Option
	M
	
	
	
	
	

	>>>>SCG Bearer
	
	
	
	
	
	

	>>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>>NG DL GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	S-NG-RAN node endpoint of the NG transport bearer. For delivery of DL PDUs.
	–
	–

	>>>>Split Bearer
	
	
	
	
	
	

	>>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>>S-NG-RAN node GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	Endpoint of the Xn transport bearer at the S-NG-RAN node.
	–
	–

	>>>QoS Flows Admitted List
	
	0..1
	
	
	-
	

	>>>>QoS Flows List
	O
	
	9.2.10
	
	-
	

	>>>QoS Flows not Admitted List
	
	0..1
	
	
	
	

	>>>>QoS Flows List
	O
	
	9.2.10
	
	-
	

	>PDU sessions Admitted To Be Released List
	
	0..1
	
	
	–
	–

	>>PDU sessions Admitted To Be Released Item
	
	1 .. <maxnoPDUsessions>
	
	
	EACH
	ignore

	>>>CHOICE Bearer Option
	M
	
	
	
	
	

	>>>>SCG Bearer
	
	
	
	
	
	

	>>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>Split Bearer
	
	
	
	
	
	

	>>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	PDU sessions Not Admitted List
	O
	
	PDU session List

<reference>
	A value for PDU session ID shall only be present once in PDU sessions Admitted List IE and in PDU sessions Not Admitted List IE.
	YES
	ignore

	S-NG-RAN node to M-NG-RAN node Container
	O
	
	OCTET STRING
	Includes the SCG-Config message as defined in TS xx.xxx [x]
Editor’s Note: to be checked with RAN2
	YES
	ignore

	Criticality Diagnostics
	O
	
	<reference>
	
	YES
	ignore


	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of PDU sessions. Value is 256


9.1.2.7
S-NODE MODIFICATION REQUEST REJECT

This message is sent by the S-NG-RAN node to inform the M-NG-RAN node that the M-NG-RAN node initiated S-NG-RAN node Modification Preparation has failed.

Direction: S-NG-RAN node ( M-NG-RAN node. 
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	ignore

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	ignore

	Cause
	M
	
	<reference>
	
	YES
	ignore

	Criticality Diagnostics
	O
	
	<reference>
	
	YES
	ignore


9.1.2.8
S-NODE MODIFICATION REQUIRED

This message is sent by the S-NG-RAN node to the M-NG-RAN node to request the modification of S-NG-RAN node resources for a specific UE.

Direction: S-NG-RAN node ( M-NG-RAN node. 
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	Cause
	M
	
	<reference>
	
	YES
	ignore

	SCG Change Indication
	O
	
	<reference>
	
	YES
	ignore

	PDU sessions To Be Released List
	
	0..1
	
	
	YES
	ignore

	>PDU sessions To Be Released Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	ignore

	>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>Cause
	M
	
	<reference>
	
	–
	–

	S-NG-RAN node to M-NG-RAN node Container
	O
	
	OCTET STRING
	Includes the SCG-Config message as defined in TS yy.xxx [x]
Editor’s Note: to be checked with RAN2
	YES
	ignore


	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of PDU sessions. Value is 256


9.1.2.9
S-NODE MODIFICATION CONFIRM

This message is sent by the M-NG-RAN node to inform the S-NG-RAN node about the successful modification.

Direction: M-NG-RAN node ( S-NG-RAN node. 
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	ignore

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	ignore

	M-NG-RAN node to S-NG-RAN node Container 
	O
	
	OCTET STRING
	Includes the SCG-ConfigInfo message as defined in TS yy.xxx [x]
Editor’s Note: FFS if same RRC message is applicable for SCG bearer.
	YES
	ignore

	Criticality Diagnostics
	O
	
	<reference>
	
	YES
	ignore


	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of PDU sessions. Value is 256


9.1.2.10
S-NODE MODIFICATION REFUSE

This message is sent by the M-NG-RAN node to inform the S-NG-RAN node that the S-NG-RAN node initiated S-NG-RAN node Modification has failed.

Direction: M-NG-RAN node ( S-NG-RAN node. 
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	ignore

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	ignore

	Cause
	M
	
	<reference>
	
	YES
	ignore

	M-NG-RAN node to S-NG-RAN node Container
	O
	
	OCTET STRING
	Includes the SCG-ConfigInfo message as defined in TS yy.xxx [x]
Editor’s Note: to be checked with RAN2
	YES
	ignore

	Criticality Diagnostics
	O
	
	x.x.x
	
	YES
	ignore


9.1.2.11
S-NODE RELEASE REQUEST

This message is sent by the M-NG-RAN node to the S-NG-RAN node to request the release of resources.

Direction: M-NG-RAN node ( S-NG-RAN node. 
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	ignore

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	O
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	Cause
	M
	
	<reference>
	
	YES
	ignore

	PDU sessions To Be Released List
	
	0..1
	
	
	YES
	ignore

	> PDU sessions To Be Released Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	ignore

	>>CHOICE Bearer Option
	M
	
	
	
	
	

	>>>SCG Bearer
	
	
	
	
	
	

	>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>UL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	Identifies the Xn transport bearer used for forwarding of UL PDUs
	–
	–

	>>>>DL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	Identifies the Xn transport bearer. used for forwarding of DL PDUs
	–
	–

	>>>Split Bearer
	
	
	
	
	
	

	>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>DL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	Identifies the Xn transport bearer. used for forwarding of DL PDUs
	–
	–

	UE Context Kept Indicator
	O
	
	<reference>
	
	YES
	ignore


	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of PDU sessions. Value is 256


9.1.2.12
S-NODE RELEASE REQUEST ACKNOWLEDGE

This message is sent by the S-NG-RAN node to the M-NG-RAN node to confirm the request to release S-NG-RAN node resources.

Direction: S-NG-RAN node ( M-NG-RAN node. 

Editor’s Note: The tabular below is FFS.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	ignore

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	O
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject


9.1.2.13
S-NODE REJECT

This message is sent by the S-NG-RAN node to the M-NG-RAN node to reject the request to release S-NG-RAN node resources.

Direction: S-NG-RAN node ( B-NG-RAN node. 

Editor’s Note: The tabular below is FFS.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	ignore

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	O
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	Cause
	M
	
	<reference>
	
	YES
	ignore


9.1.2.14
S-NODE RELEASE REQUIRED

This message is sent by the S-NG-RAN node to request the release of all resources for a specific UE at the S-NG-RAN node.

Direction: S-NG-RAN node ( M-NG-RAN node. 
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	Cause
	M
	
	<reference>
	
	YES
	ignore


9.1.2.15
S-NODE RELEASE CONFIRM

This message is sent by the M-NG-RAN node to confirm the release of all resources for a specific UE at the S-NG-RAN node.

Direction: M-NG-RAN node ( S-NG-RAN node. 
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	ignore

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	ignore

	PDU sessions to be Released List
	
	0..1
	
	
	YES
	ignore

	>PDU sessions To Be Released Item
	
	1 .. <maxnoofPDUsessions>
	
	
	–
	–

	>>CHOICE Bearer Option
	M
	
	
	
	
	

	>>>SCG Bearer
	
	
	
	
	
	

	>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>DL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	Identifies the Xn transport bearer used for forwarding of DL PDUs
	–
	–

	>>>>UL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	Identifies the Xn transport bearer used for forwarding of UL PDUs
	–
	–

	>>>Split Bearer
	
	
	
	
	
	

	>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>DL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	Identifies the Xn transport bearer used for forwarding of DL PDUs
	–
	–

	Criticality Diagnostics
	O
	
	<reference>
	
	YES
	ignore


	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of PDU sessions. Value is 256


9.1.2.16
S-NODE COUNTER CHECK REQUEST

This message is sent by the S-NG-RAN node to request the verification of the value of the PDCP COUNTs associated with SCG bearers established in the S-NG-RAN node.

Direction: S-NG-RAN node ( M-NG-RAN node. 
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	ignore

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	ignore

	PDU sessions Subject to

Counter Check List
	
	1
	
	
	YES
	ignore

	>PDU sessions Subject to Counter Check Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	ignore

	>>PDU session ID
	M
	
	<reference>
	
	-
	-

	>>UL COUNT
	M
	INTEGER(0.. 4294967295)
	
	Indicates the value of uplink COUNT associated to this PDU session.
	-
	-

	>>DL COUNT
	M
	INTEGER(0.. 4294967295)
	
	Indicates the value of downlink COUNT associated to this PDU session.
	-
	-


	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of PDU sessions. Value is 256


9.1.2.17
RRC TRANSFER
This message is sent by the M-NG-RAN-NODE to the S-NG-RAN-NODE to transfer an RRC message. 
Direction: M-NG-RAN node ( S-NG-RAN node or S-NG-RAN node ( M-NG-RAN node.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.13
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	MCG split SRB
	
	0..1
	
	
	
	

	>RRC Container
	M
	
	OCTET STRING
	RRC message encapsulated in a PDCP-C PDU and ciphered with the key of the MeNB
	YES
	reject

	>SRB Type
	M
	
	ENUMERATED (srb1, srb2, ...)
	The SRB type to be used
	YES
	reject

	>Delivery Status
	O
	
	[FFS]
	
	YES
	reject

	NR UE Measurement Report
	
	0..1
	
	
	
	

	>RRC Container
	M
	
	OCTET STRING
	NR UE measurement report (see TS 38.331 [10])
	YES
	reject


9.1.3
Messages for Global Procedures

9.1.3.1
XN SETUP REQUEST
Editor’s Note:
The text and the message structure in this chapter are FFS
This message is sent by a NG-RAN node to a neighbouring NG-RAN node to transfer application data for an Xn-C interface instance.

Direction: NG-RAN node1 ( NG-RAN node2.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	Global NG-RAN Node ID
	M
	
	9.2.11
	
	YES
	reject

	Served Cells NR
	
	0 .. <maxCellinNG-RAN node>
	
	Editor’s Note: It is FFS whether the complete list of NR cells served by the NG-RAN node shall be contained. .The content of the neighbour cell IEs is FFS as well
	YES
	reject

	>Served Cell Information NR
	M
	
	<reference>
	
	–
	

	>Neighbour Information NR
	O
	
	<reference>
	
	–
	

	>Neighbour Information E-UTRA
	O
	
	<reference>
	
	–
	

	Served Cells E-UTRA
	O
	0 .. <maxCellinNG-RAN node>
	
	Editor’s Note: It is FFS whether the complete list of E-UTRA cells served by the NG-RAN node shall be contained. The content of the neighbour cell IEs is FFS as well
	YES
	reject

	>Served Cell Information E-UTRA
	M
	
	<reference>
	
	–
	

	>Neighbour Information NR
	O
	
	<reference>
	
	–
	

	>Neighbour Information E-UTRA
	O
	
	<reference>
	
	–
	

	AMF Pool information
	M
	
	<reference>
	List of all the AMF pools to which the NG-RAN node belongs
	GLOBAL
	reject

	TAI Support List
	O
	
	9.2.4
	List of supported TAs and associated characteristics.
	GLOBAL
	reject


Editor’s Note:
Further details, IEs are FFS
9.1.3.2
XN SETUP RESPONSE
Editor’s Note:
The text and the message structure in this chapter are FFS

This message is sent by a NG-RAN node to a neighbouring NG-RAN node to transfer application data for an Xn-C interface instance.

Direction: NG-RAN node2 ( NG-RAN node1.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	Global NG-RAN Node ID
	M
	
	9.2.11
	
	YES
	reject

	TAI Support List
	O
	
	9.2.4
	List of supported TAs and associated characteristics.
	GLOBAL
	reject


Editor’s Note:
Further details, IEs are FFS
9.1.3.3
CELL ACTIVATION REQUEST
This message is sent by an NG-RAN node1 to a peer NG-RAN node2 to request a previously switched-off cell/s to be re-activated.

Direction: NG-RAN node1 ( NG-RAN node2.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	CHOICE Served Cells To Activate
	M
	
	
	
	YES
	reject

	 >NR Cells
	
	
	
	
	
	

	  >>NR Cells List
	
	1
	
	
	
	

	   >>>NR Cells item
	
	1 .. < maxCellinNG-RANnode>
	
	
	
	

	  >>>>NR CGI
	M
	
	<reference>
	
	-
	-

	 >E-UTRA Cells
	
	
	
	
	
	

	  >>E-UTRA Cells List
	
	1
	
	
	
	

	   >>>E-UTRA Cells item
	
	1 .. < maxCellinNG-RANnode>
	
	
	
	

	  >>>>E-UTRA CGI
	M
	
	<reference>
	
	-
	-

	Activation ID
	M
	
	INTEGER (0..255)
	Allocated by the NG-RAN node1
	YES
	reject


	Range bound
	Explanation

	maxCellinNG-RANnode
	Maximum no. cells that can be served by an NG-RAN node.

Value is FFS.


9.1.3.4
CELL ACTIVATION RESPONSE
This message is sent by an NG-RAN node2 to a peer NG-RAN node1 to indicate that one or more cell(s) previously switched-off has (have) been activated.

Direction: NG-RAN node2 ( NG-RAN node1.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.13
	
	YES
	reject

	CHOICE Activated Served Cells
	M
	
	
	
	YES
	reject

	 >NR Cells
	
	
	
	
	
	

	  >>NR Cells List
	
	1
	
	
	
	

	   >>>NR Cells Item
	
	1 .. < maxCellinNG-RANnode>
	
	
	
	

	  >>>>NR CGI
	M
	
	<reference>
	
	-
	-

	 >E-UTRA Cells
	
	
	
	
	
	

	  >>E-UTRA Cells List
	
	1
	
	
	
	

	   >>>E-UTRA Cells Item
	
	1 .. < maxCellinNG-RANnode>
	
	
	
	

	  >>>>E-UTRA CGI
	M
	
	<reference>
	
	-
	-

	Activation ID
	M
	
	INTEGER (0..255)
	Allocated by the NG-RAN node1
	YES
	reject

	Criticality Diagnostics
	O
	
	9.2.7
	
	YES
	ignore


	Range bound
	Explanation

	maxCellinNG-RANnode
	Maximum no. cells that can be served by an en-gNB. Value is FFS.


9.1.3.5
CELL ACTIVATION FAILURE

This message is sent by an NG-RAN node2 to a peer NG-RAN node1 to indicate cell activation failure.

Direction: NG-RAN node2 ( NG-RAN node1.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.13
	
	YES
	reject

	Activation ID
	M
	
	INTEGER (0..255)
	Allocated by the NG-RAN node1
	YES
	reject

	Cause
	M
	
	9.2.6
	
	YES
	ignore

	Criticality Diagnostics
	O
	
	9.2.7
	
	YES
	ignore


9.2
Information Element definitions

9.2.0
General

When specifying information elements which are to be represented by bit strings, if not otherwise specifically stated in the semantics description of the concerned IE or elsewhere, the following principle applies with regards to the ordering of bits:

-
The first bit (leftmost bit) contains the most significant bit (MSB);

-
The last bit (rightmost bit) contains the least significant bit (LSB);

-
When importing bit strings from other specifications, the first bit of the bit string contains the first bit of the concerned information.

9.2.1
QoS Flow Level QoS Parameters
This IE defines the QoS to be applied to a QoS flow.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	5QI
	O
	
	INTEGER (0..255)
	5G QoS Indicator defined in TS 23.501 [7].

Logical range and coding specified in TS 23.501 [7].

	–
	

	Allocation and Retention Priority
	M 
	
	9.26
	Note: presence needs to be checked with latest SA2 status.
	–
	

	Non-standardised QoS Flow descriptor
	O
	
	9.27
	
	-
	

	GBR QoS Flow Information
	O
	
	9.2.2
	This IE applies to GBR bearers only and shall be ignored otherwise.
	–
	

	Notification Control
	O
	
	ENUMERATED {notification requested, ...}
	Editor’s Note: Details to be checked with SA2 progress.
	-
	

	RQA
	O
	
	ENUMERATED (subject to, ...)
	Reflective QoS Attribute: indicates that certain traffic on this QoS flow may be subject to NAS reflective QoS. This IE applies to non-GBR bearers only and shall be ignored otherwise.
	-
	


9.2.2
GBR QoS Flow Information

This IE indicates the maximum and guaranteed bit rates of a GBR QoS flows for downlink and uplink.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Maximum Flow Bit Rate Downlink
	M
	
	9.2.3
	Maximum Bit Rate in DL.

Details in TS 23.501 [7].
	–
	–

	Maximum Flow Bit Rate Uplink
	M
	
	9.2.3
	Maximum Bit Rate in UL.

Details in TS 23.501 [7].
	–
	–

	Guaranteed Flow Bit Rate Downlink
	M
	
	9.2.3
	Guaranteed Bit Rate (provided that there is data to deliver) in DL.

Details in TS 23.501 [7].
	–
	–

	Guaranteed Flow Bit Rate Uplink
	M
	
	9.2.3
	Guaranteed Bit Rate (provided that there is data to deliver).

Details in TS 23.501 [7].
	–
	–


9.2.3
Bit Rate 
This IE indicates the number of bits delivered by NG RAN in UL or to NG RAN in DL within a period of time, divided by the duration of the period. It is used, for example, to indicate the maximum or guaranteed bit rate for a GBR QoS flow, or an aggregated maximum bit rate. 
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Bit Rate
	M
	
	INTEGER (0..4,000,000,000,000,…)
	The unit is: bit/s


9.2.4
TAI Support List
This IE indicates the list of TAIs supported by NG-RAN node and associated characteristics e.g. supported slices. 
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	TAI Support Item IEs
	
	1..<maxnoofTACs>
	
	
	EACH
	reject

	>TAC
	M
	
	<ref>
	Broadcast TAC
	-
	

	>Broadcast PLMNs
	
	1..<maxnoofPLMNs>
	
	Broadcast PLMNs
	-
	

	>>PLMN Identity
	M
	
	PLMN Identity
<reference>
	
	-
	

	>>TAI Slice Support List
	O
	
	Slice Support List
9.2.5
	Supported S-NSSAIs per TA
	-
	


9.2.5
Slice Support List
Editor’s Note:
Further details FFS.

This IE indicates the list of supported slices.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Slice Support Item IEs
	
	1..<maxnoofSliceItems>
	
	
	-
	

	>S-NSSAI
	
	1
	
	
	-
	

	>>SST
	M
	
	OCTET STRING (SIZE(1)) 
	
	-
	

	>>SD
	O
	
	OCTET STRING (SIZE(3))
	
	-
	


	Range bound
	Explanation

	maxnoofSliceItems
	Maximum no. of signalled slice support items. Value is FFS. 


Editor’s Note:
whether we need a separate codepoint for signalling “SD only” is FSS

9.2.6
Allocation and Retention Priority

This IE specifies the relative importance compared to other QoS flows for allocation and retention of the NR RAN resource.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Allocation/Retention Priority
	
	
	
	

	>Priority Level
	M
	
	INTEGER (0..15)
	Desc.: This defines the relative importance of a resource request. (see TS 23.501 [7]).

Usage:

Values between 1 and 15 are ordered in decreasing order of priority, i.e., 1 is the highest and 15 is the lowest.

	>Pre-emption Capability
	M
	
	ENUMERATED(shall not trigger pre-emption, may trigger pre-emption)
	Desc.: This IE indicates the pre-emption capability of the request on other QoS flows

Usage: 

The QoS flow shall not pre-empt other QoS flow or, the QoS flow may pre-empt other QoS flows

The Pre-emption Capability indicator applies to the allocation of resources for a QoS flow and as such it provides the trigger to the pre-emption procedures/processes of the gNB.

	>Pre-emption Vulnerability
	M
	
	ENUMERATED(not pre-emptable, pre-emptable)
	Desc.: This IE indicates the vulnerability of the QoS flow to preemption of other QoS flows.

Usage:

The QoS flow shall not be pre-empted by other QoS flows or the QoS flow may be pre-empted by other QoS flows.

Pre-emption Vulnerability indicator applies for the entire duration of the QoS flow, unless modified and as such indicates whether the QoS flow is a target of the pre-emption procedures/processes of the gNB.


9.2.7
Non-standardised QoS Flow descriptor

This IE defines the non-standardised 5G QoS characteristics for a QoS flow for downlink and uplink.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Non-standardised QoS Flow descriptor
	
	
	
	

	> Resource Type
	M
	
	ENUMERATED (GBR, Non-GBR)
	

	> Priority level
	M
	
	<reference>
	For details refer to TS 23.501 [7].

	> Packet Delay Budget
	M
	
	<reference>
	For details refer to TS 23.501 [7].

	> Packet Error Rate
	M
	
	<reference>
	For details refer to TS 23.501 [7].

	> Averaging window
	M
	
	<reference>
	For details refer to TS 23.501 [7].


9.2.8 PDU Sessions Admitted List

Editor’s Note:
The IE structure need further checking and completion. 

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	PDU Sessions Admitted List
	
	1
	
	
	
	

	>PDU Session Admitted Item IEs
	
	1..<maxnoofPDUSessions>
	
	
	EACH
	reject

	>>PDU Session ID 
	M
	
	<ref>
	
	-
	

	>>S-NSSAI [FFS]
	O
	
	<ref>
	
	-
	

	>>PDU Session Admitted Response Transfer 
	O
	
	9.2.9
	This IE includes the admitted session information <ref>.
	-
	


9.2.9
PDU Session Admitted Response Transfer

Editor’s Note:
The IE structure need further checking and completion..

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	PDU Session Admitted Response Transfer
	
	1
	
	
	YES
	reject

	>Transport Layer Information
	
	
	<ref>
	
	-
	

	>QoS Flows Admitted List
	
	0..1
	
	
	-
	

	>>QoS Flows Admitted Item IEs
	
	1..<maxnoofQoSFlows>
	
	
	-
	

	>>>QoS Flow Indicator
	M
	
	<ref>
	
	EACH
	reject

	>QoS Flows not Admitted List
	
	0..1
	
	
	
	

	>>QoS Flows not Admitted Item IEs
	O
	1..<maxnoofQoSFlows>
	
	
	-
	

	>>>QoS Flow Indicator
	M
	
	<ref>
	
	EACH
	Reject

	   >>> Cause
	M
	
	
	
	
	


9.2.10
QoS Flow List

This IE contains a list of QoS flows with a cause value. 
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	QoS Flow Item IEs
	
	1..<maxnoofQoSFlows>
	
	
	EACH
	reject

	>QoS Flow Indicator
	M
	
	<ref>
	[FFS]
	-
	

	>Cause
	O
	
	<ref>
	[FFS]
	-
	


	Range bound
	Explanation

	maxnoofQoSFlows
	Maximum no. of QoS flows allowed within one PDU session. Value is FFS.


9.2.11
Global NG-RAN Node ID
This IE is used to globally identify an NG-RAN node (see TS 38.300 [9]).

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE NG-RAN node
	M
	
	
	

	>gNB
	
	
	
	

	>>Global gNB ID
	M
	
	<reference>
	

	>ng-eNB
	
	
	
	

	>>Global ng-eNB ID
	M
	
	9.2.12
	


9.2.12
Global ng-eNB ID
This IE is used to globally identify an ng-eNB (see TS 38.300 [9]).

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	PLMN Identity
	M
	
	PLMN Identity

<reference>
	

	CHOICE ng-eNB ID
	M
	
	
	

	>Macro ng-eNB ID
	
	
	
	

	>>Macro ng-eNB ID
	M
	
	BIT STRING (SIZE(20))
	Equal to the 20 leftmost bits of the E-UTRA Cell Identity IE contained in the E-UTRA CGI IE of each cell served by the ng-eNB.

	>Short Macro ng-eNB ID
	
	
	
	

	>>Short Macro ng-eNB ID
	M
	
	BIT STRING (SIZE(18))
	Equal to the 18 leftmost bits of the E-UTRA Cell Identity IE contained in the E-UTRA CGI IE of each cell served by the ng-eNB.

	>Long Macro ng-eNB ID
	
	
	
	

	>>Long Macro ng-eNB ID
	M
	
	BIT STRING (SIZE(21))
	Equal to the 21 leftmost bits of the E-UTRA Cell Identity IE contained in the E-UTRA CGI IE of each cell served by the ng-eNB.


9.2.13
SCG Configuration Query
The SCG Configuration Query IE is used to request the S-NG-RAN node to provide current SCG configuration.

	IE/Group Name
	Presence
	Range
	IE Type and Reference
	Semantics Description

	SCG Configuration Query
	M
	
	ENUMERATED (True, …)
	


9.2.14
RLC Mode

The RLC Mode IE indicates the RLC Mode used for a DRB.
	IE/Group Name
	Presence
	Range
	IE Type and Reference
	Semantics Description

	RLC Mode
	
	
	ENUMERATED (

RLC-AM, RLC-UM)
	


9.2.100
PDU Session Resource To Be Setup List

Editor’s Note: Most probably this IE will be incorporated directly into the message structure and not defined as a separate IE. In principle it is applicable for Xn-C messages for HO/DC/RRC INACTIVE mobility (UE Context Retrieval) (as a PDU Session Resource configuration descriptor).

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	PDU Session Resource To Be Setup List
	
	1
	
	
	YES
	reject

	>PDU Session Resource To Be Setup Item IEs
	
	1 ..  <maxnoof PDU Session Resources>
	
	
	EACH
	reject

	>>PDU Session ID
	M
	
	<reference>
	Editor’s Note: This IE is FFS
	-
	

	>>S-NSSAI
	O
	
	<ref>
	
	
	

	>> PDU Session Resource Aggregated Maximum Bitrate
	M
	
	<reference>
	Editor’s Note: This IE is FFS
	
	

	>>Transport Layer Address 
	FFS
	
	<reference>
	
	-
	

	>>GTP-TEID
	FFS
	
	<reference>
	5G CN TEID.
	-
	

	>>Bearer Type
	M
	
	<reference>
	Editor’s Note: IP, unstructured or Ethernet
	-
	

	>>QoS Flows To Be Setup List
	
	1
	
	
	-
	

	>>>QoS Flows To Be Setup Item IEs
	
	1 ..  <maxnoof QoS Flows>
	
	
	-
	

	>>>>QoS Flow Indicator 
	M
	
	<reference>
	
	EACH
	reject

	>>>>QoS Flow Level QoS Parameters 
	FFS
	
	9.2.1
	
	EACH
	reject

	>>>> E-RAB ID
	O
	
	INTEGER (0..15, …)
	
	
	

	>>mapping info 
QoS Flows ( DRB
	FFS
	
	
	Note: this IE is only applicable on Xn-C for active mobility
	-
	


9.2.101
PDU Session Resource Modify List

Editor’s Note: Most probably this IE will be incorporated directly into the message structure and not defined as a separate IE. In principle it is applicable for Xn-C messages for DC (if configuration modification information needs to be relayed to the SN).

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	PDU Session Resource To Modify List
	
	1
	
	
	YES
	reject

	>PDU Session Resource To Modify Item IEs
	
	1 ..  <maxnoof PDU Session Resources>
	
	
	EACH
	reject

	>>PDU Session ID
	M
	
	<reference>
	Editor’s Note: This IE is FFS
	-
	

	>> PDU Session Resource Aggregated Maximum Bitrate
	O
	
	<reference>
	
	
	

	>>Transport Layer Address 
	O
	
	<reference>
	
	-
	

	>>GTP-TEID
	O
	
	<reference>
	5G CN TEID.
	-
	

	>>QoS Flows To Add or Modify List
	
	0..1
	
	
	-
	

	>>>QoS Flows To Add or Modify Item IEs
	
	1 ..  <maxnoof QoS Flows>
	
	
	-
	

	>>>>QoS Flow Indicator 
	M
	
	<reference>
	
	EACH
	reject

	>>>>QoS Flow Level QoS Parameters 
	O
	
	9.2.1
	
	EACH
	reject

	>>QoS Flows To Release List
	
	0..1
	
	
	-
	

	>>>QoS Flows To Release Item IEs
	
	1 ..  <maxnoof QoS Flows>
	
	
	EACH
	reject

	>>>>QoS Flow Indicator 
	M
	
	<reference>
	
	EACH
	reject


9.1.102
PDU Session Resource Release List

Editor’s Note: Most probably this IE will be incorporated directly into the message structure and not defined as a separate IE. 

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	PDU Session Resource To Release List
	
	1
	
	
	YES
	reject

	>PDU Session Resource To Release Item IEs
	
	1 ..  <maxnoof PDU Session Resources>
	
	
	EACH
	reject

	>>PDU Session ID
	M
	
	<reference>
	Editor’s Note: This IE is FFS
	-
	


9.3
Message and Information Element Abstract Syntax (with ASN.1)

9.3.1
General

9.4
Message transfer syntax

Editor’s Note: Content to be added.
9.5
Timers
Editor’s Note: Content to be added.
10
Handling of unknown, unforeseen and erroneous protocol data

Editor’s Note: Content to be added.
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