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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

This present document is the technical report for the study item “Evolved UTRA and UTRAN” [1]. The objective of the study item is to develop a framework for the evolution of the 3GPP radio-access technology towards a high-data-rate, low-latency and packet-optimized radio access technology.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.  In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TD RP-040461: "Proposed Study Item on Evolved UTRA and UTRAN".
[2]
3GPP TR 25.814: “Physical Layer Aspects for Evolved UTRA”
[3]
3GPP TR 23.882: “3GPP System Architecture Evolution: Report on Technical Options and Conclusions”
[4]
3GPP TR 25.913: “Requirements for Evolved UTRA (E-UTRA) and Evolved UTRAN (E-UTRAN)”
[R3-1]
3GPP TD RP-060xxx R3.018: “E-UTRA and E-UTRAN; Radio access architecture and interfaces.”
[R4-1]

Recommendation ITU-R SM.329-10, “Unwanted emissions in the spurious domain”
[R4-2]

R4-060660, “E-UTRA Radio Technology Aspects V0.1.0”, NTT DoCoMo
[R4-3]

R4-051146, Some operators requirements for prioritisation of performance requirements work in RAN WG4, China Mobile, Cingular, NTT DoCoMo, O2, Orange, Telefonica, TIM, T-Mobile, Vodafon

3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the following terms and definitions apply.

<defined term>: <definition>.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the following abbreviations apply:

4
Introduction

At the 3GPP TSG RAN #26 meeting, the SI description on “Evolved UTRA and UTRAN” was approved [1].
The justification of the study item was, that with enhancements such as HSDPA and Enhanced Uplink, the 3GPP radio-access technology will be highly competitive for several years. However, to ensure competitiveness in an even longer time frame, i.e. for the next 10 years and beyond, a long-term evolution of the 3GPP radio-access technology needs to be considered.

Important parts of such a long-term evolution include reduced latency, higher user data rates, improved system capacity and coverage, and reduced cost for the operator. In order to achieve this, an evolution of the radio interface as well as the radio network architecture should be considered. 

Considering a desire for even higher data rates and also taking into account future additional 3G spectrum allocations the long-term 3GPP evolution should include an evolution towards support for wider transmission bandwidth than 5 MHz. At the same time, support for transmission bandwidths of 5MHz and less than 5MHz should be investigated in order to allow for more flexibility in whichever frequency bands the system may be deployed
5
Deployment Scenario


6
Radio Interface Protocol Architecture for evolved UTRA

7
Physical Layer for evolved UTRA

7.1
Downlink Transmission Scheme

For both FDD and TDD, the downlink transmission scheme is based on OFDM. Each 10 ms radio frame is divided into 20 equally sized sub-frames. In addition, for coexistence with LCR-TDD, a frame structure according to [2], section 6.2.1.1.1, is also supported when operating E-UTRA in TDD mode. Channel-dependent scheduling and link adaptation can operate on a sub-frame level.
7.2
Uplink Transmission Scheme

For both FDD and TDD, the basic uplink transmission scheme is based on low-PAPR single-carrier transmission (SC-FDMA) with cyclic prefix to achieve uplink inter-user orthogonality and to enable efficient frequency-domain equalization at the receiver side. Each 10 ms radio frame is divided into 20 equally sized sub-frames and scheduling can operate on a sub-frame level. In addition, for coexistence with LCR-TDD, a frame structure according to [2], section 6.2.1.1.1, is also supported when operating E-UTRA in TDD mode. To allow for multi-user MIMO reception at the Node B, transmission of orthogonal pilot patterns from single Tx-antenna UEs is part of the baseline uplink transmission scheme.
8
Layer 2 and RRC Evolution for evolved UTRA

9
Architecture for evolved UTRAN
9.1
RAN-CN functional split


9.2
System migration scenario


9.3
Evolved UTRAN Architecture

9.3.1
Description of evolved UTRAN Architecture

This chapter describes the definition of an evolved UTRAN Architecture in terms of logical nodes, each node hosting a set of functions and the related physical interfaces.

9.3.2
Solution for evolved UTRAN Architecture
The evolved UTRAN consists of eNodeBs, providing the evolved UTRA user plane (PHY/MAC) and control plane (RRC) protocol terminations towards the UE. An eNodeB hosts the following functions: Radio Bearer Control, Radio Admission Control, Connection Mobility Control, Dynamic Resource Allocation (scheduling). The EUTRAN architecture is illustrated in Figure 9.3.2-1.
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Figure 9.3.2-1: EUTRAN Architecture
The eNodeBs are interconnected with each other by means of the X2 interface. It is assumed that there always exists an X2 interface between the eNodeBs that need to communicate with each other, e.g. for support of handover of UEs in LTE_Active.
The eNodeBs are also connected by means of the S1 interface to the Access Gateway (this term used as a synonym for MME/UPE/inter-Access Mobility Anchor). The S1 interface support a many-to-many relation between AGWs and eNodeBs. 
The location of inter-cell RRM (interference management & load management) will reside either in the eNodeBs (de-centralised approach) or in a node external to the eNodeBs (centralised approach, “RRM Server”)

IP Header Compression and encryption of user data streams reside in the Access Gateway.

Termination of UP packets for paging reasons and paging initiation is performed in the Access Gateway.

9.3.3
Impact on the baseline CN Architecture

Editors Note: It is FFS whether there is any particular impact. 

9.3.4
Impact on the baseline RAN Architecture

Editors Note: It is FFS whether there is any particular impact. 

9.3.5
Impact on terminals used in the existing architecture
Editors Note: It is FFS whether there is any particular terminal impact.

9.4 
Interfaces
9.4.1
S1 Interface
9.4.1.1
Definition

The S1 interface is the interface that separate EUTRAN and EPC. The S1 interface consists of two parts:

Control plane: S1-CP is the interface between eNodeB and MME function in EPC.

User plane: S1-UP is the interface between eNodeB and UPE function in EPC.

The S1 interface shall be specified so that there is a many-to-many relation between eNodeB and the EPC.

9.4.1.2
S1-CP RNL Protocol Functions

The S1-CP interface supports the following functions:

· Mobility functions: Support for intra- and inter-system mobility  of UE(s).

· Connection Management Functions: Functions for handling LTE_IDLE to LTE_ACTIVE transitions, roaming area restrictions etc.

· SAE Bearer Management: Setup, modification and release of SAE Bearers (S1-UP tunnel management functions are FFS). 

· General S1 management and error handling functions: Request to release, and the release of all bearers, S1 reset functions, as well as some kind of path supervision. 

· Paging of a UE in the eNodeB.

· Transport of NAS information between EPC and UE.

· Configuration of RRC security, i.e. it is assumed that ciphering keys for RRC will be transferred from EPC (the need for this functionality will be decided by SA3).

· MBMS support functions. 

Editors Note: MBMS to be further clarified.
Editors note: More functions likely to be added.

9.4.1.3
S1-UP RNL Protocol Functions

The S1-UP interface supports the tunnelling of end user packets between the eNode B and the EPC. The tunnelling protocols support the following functions:

· Indication of the SAE Access Bearer in the target node that the packet belongs to. 

· Means to minimize packet losses due to mobility are depending on work in SA4. 
· Error handling mechanism

Editors Note: Details FFS.
· MBMS support functions

Editors Note: MBMS to be further clarified.
· Packet loss detection mechanism

Editors Note: Details FFS

9.4.1.4
S1-X1 Similarities
S1-UP and X2-UP will use the same UP protocol in order to minimize protocol processing for the eNodeB at the time of data forwarding..

9.4.2
X2 Interface
9.4.2.1
Definition

The X2 interface is the interface between eNodeBs. The X2 interface consists of two parts:

Control plane: X2-CP is the control plane interface between eNodeBs.

User plane: X2-UP is the user plane interface between eNodeBs.

9.4.2.2
X2-CP RNL Protocol Functions

The X2-CP interface supports the following functions:

•
Mobility functions: Support for UE mobility between eNodeBs, including e.g. handover signaling and control of user plane tunnels.

•
Multi-cell RRM functions: Support for multi-cell RRM, e.g. measurement reporting.

•
General X2 management and error handling functions.

9.4.2.3
X2-UP RNL Protocol Functions

The X2-UP interface supports the tunneling of end user packets between the eNodeBs. The tunneling protocols support the following functions:

· Indication of the SAE Access Bearer in the target node that the packet belongs to. 

· Means to minimize packet losses due to mobility are depending on work in SA4. 
9.5 
Intra-LTE-Access-System Mobility

9.5.1
Intra-LTE-Access-System Mobility Support for UE in LTE_IDLE

Refer to section 7.7 in [3].
9. 5.2
Intra LTE-Access-System Mobility Support for UE in LTE_ACTIVE

9.5.2.1
Description of Intra-LTE-Access Mobility Support for UEs in LTE_ACTIVE

The Intra-LTE-Access Mobility Support for UEs in LTE_ACTIVE handles all necessary steps already known from state of the art relocation/handover procedures, like processes that precedes the final HO decision on the source network side (control and evaluation of UE and ”PHY/MAC control” measurements taking into account certain UE specific area restrictions), preparation of resources on the target network side, commanding the UE to the new radio resources and finally releasing resources on the (old) source network side. It contains mechanisms to transfer context data between evolved nodes, and to update node relations on C- and U-plane.

9.5.2.2
Solution for Intra-LTE-Access Mobility Support for UEs in LTE_ACTIVE

9.5.2.2.1
C-plane handling:

The HO procedure is performed without MME/UPE involvement, i.e. preparation messages are directly exchanged between the eNodeBs. The release of the resources at the source side during the HO completion phase is triggered by the eNodeB entity. 
The details of the following message flow might need further elaboration.
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Figure 9.5.2-1: Information flow for Intra-LTE-Access Mobility Support 
1)
The UE context within the source eNodeB contains information regarding roaming restrictions which where provided either at connection establishment or at the last TA update. 

2)
The source eNodeB entity configures the UE measurement procedures according to the area restriction information. Measurements provided by the source eNodeB entity may assist the function controlling the UE’s connection mobility.

3)
Based on measurement results from the UE and the source eNodeB, probably assisted by additional RRM specific information, the source eNodeB decides to handover the UE to a cell controlled by the target eNodeB.

4)
The source eNodeB issues a HO Request to the target eNodeB entity passing necessary information to prepare the HO at the target side. The target eNodeB configures the required resources.
5)
Admission Control is performed by the target eNodeB to increase the likelihood of a successful HO, if the resources can be granted by target eNodeB.



6)
The HO preparation is finished at the target side, information for the UE to reconfigure the radio path towards the target side is passed to the source eNodeB.  

A) from step 7) until 12) means to avoid data loss during HO are provided and are detailed in §9.5.2.2.2.
7) 
The UE is commanded by the source eNodeB entity to perform the HO, target side radio resource information is contained. 

8) The UE gains synchronisation at the target side.

9) Once the UE has successfully accessed the cell, it sends an indication to the target eNodeB that the handover is completed.

10) The MME/UPE is informed that the UE has changed cell. The UPE switch the data path to the target side and can release any UP/TNL resources towards the source eNodeB. 
11)The MME/UPE confirms the HO Complete message with the HO Complete ACK message.
12) The target eNodeB triggers the release of resources at the source side. The target eNodeB can send this message directly after reception of message 9.
13)
Upon reception of the Release Resource message, the source Node B can release radio and CP related resources in relation to the UE context. The source Node B should continue to perform data forwarding until an implementation dependent mechanism decides that data forwarding can be stopped and UP/TNL resources can be released.


14)
If the new cell is member of a new Tracking Area, the UE needs to register with the MME/UPE which in turn updates the area restriction information on the target side.
9.5.2.2.2
User plane handling
Note 1: The MME/UPE is co-located in one functional entity for simplicity reasons; however this is ffs in SA2.

Note 2: Further details wrt to UP handling are FFS; dependant on the input received from SA4. 
The U-plane handling during the Intra-LTE-Access mobility activity for UEs in LTE_ACTIVE takes the following principles into account to avoid data loss during HO and hence to support seamless/lossless service provision:

-
During HO preparation a user plane tunnel is established between the source eNodeB and the target eNodeB.

-
During HO execution, user data may be forwarded from the source eNodeB to the target eNodeB. The forwarding may take place in a service dependent and implementation specific way.

Forwarding of user data from the source to the target eNodeB should take place as long as packets are received at the source eNodeB from the UPE.  

· During HO completion:

-
After the MME/UPE was informed by the target eNodeB that the UE has gained access at the target eNodeB by the HO Complete message, the user plane path is switched by the MME/UPE from the source eNodeB to the target eNodeB. 

-
The source eNodeB shall continue forwarding of user plane data as long as packets are received at the source eNodeB from the UPE..
9.5.2.3
Impact on the baseline CN Architecture

Editors Note: It is FFS whether there is any particular impact 

9.5.2.4
Impact on the baseline RAN Architecture

Editors Note: It is FFS whether there is any particular impact 

9.5.2.5
Impact on terminals used in the existing architecture
Editors Note: It is FFS whether there is any particular terminal impact. 
9.6 
Inter 3GPP Access System Mobility

9.6.1
Inter 3GPP Access System Mobility in Idle State

Refer to section 7.5 in [3].

9.6.2
Inter 3GPP Access System Mobility Handover

Refer to section 7.8.2 in [3].

9.7
Resource Establishment and QoS Signalling
9.7.1
QoS Concept and Bearer Service Architecture

Refer to section 7.12.2 and 7.12.3 in [3].

9.7.2
Resource Establishment and QoS Signalling















[image: image5.emf] 

PHY/MAC  control   UE   RRC   MME/UPE  

4. Radio Resource Assignment  ( QoS Info)  

5. Admission Control for   radio resources at radio  network level, UE/network  capabilities, etc.  

6. Radio Resource Setup  (translated QoS Info)  

7. Admission control for  radio resources at cell level,  Configure Scheduler, etc.   

8. Radio Resource Grant  (resource info for UE)  

10. Assignment Ack  

9. Communicate granted Radio Resource to UE  ( linking  info, radio resource info, QoS inf o)  

1. Service negotiation on existing signalling relation + default IP  Access  established  

2. Request Resources  (Policy/QoS Info)  

3. Subscription Check,  Admission Control, QoS  Control, ...  

11. Report Resources  (QoS Info)  


Figure 9.7-1: Information flow for Resource Establishment in the Radio Network for application level signalling 

1)
The UE has a signalling relation established with the network which relies on the default IP Access service.

2)
The MME/UPE is triggered by a resource request which contains Policy/QoS Information corresponding to the requested service.

3)
The MME/UPE checks the UE’s subscription, performs admission control.

4)
The MME/UPE reserves a User Plane configuration (including a tunnel endpoint) in the UPE

5)
MME/UPE sends a request to the eNB to establish a Radio Bearer (RB)
6) 
The eNB performs admission control for RNL radio resources, and maps the received QoS information for the “PHY/MAC control” entity and triggers the allocation of radio resources.


The “PHY/MAC control” receives the QoS information from the “RRC”.


The “PHY/MAC control” uses this information to perform admission control for radio and processing resources at cell level and to generate the relevant HARQ entities and also to perform any mapping of logical channel to resource identifier configures the scheduler according to the received QoS information and allocates resources according to the received QoS information. 

The “PHY/MAC control” returns the relevant configuration information (e.g. HARQ configuration, air interface identifiers, channel mapping etc) to the “RRC” entity.  Details of the information provided is FFS

7)
The RB is established and UE is provided with information about the radio configuration necessary for the service. 


8) The MME/UPE is informed about the successful outcome of the radio bearer establishment.
9)
UPE function in the EPC is informed about tunnel endpoint.
10) The MME/UPE reports the outcome of the resource establishment.






9.8
Paging and C-plane establishment

Refer to section 7.14 in [3].
9.9
Evaluations on for E-UTRAN architecture and migration
9.9.1
Achievement of requirement for E-UTRAN architecture as defined in section 9 of TR 25.913
Following requirements on E-UTRAN architecture and migration have been identified in section 9 of 25.913. For each requirement it is shortly discussed how it is fulfilled by the LTE architecture.

a)
A single E-UTRAN architecture should be agreed.

The agreed architecture for LTE is captured in section 9.1.
b)
The E-UTRAN architecture shall be packet based, although provision should be made to support systems supporting real-time and conversational class traffic.

The E-UTRAN architecture in section 9.1 is packet based and supports all kinds of services including real-time and conversational type of services.

c)
E-UTRAN architecture shall minimize the presence of "single points of failure" where possible without additional cost for backhaul.

Effects of “single points of failures” are limited to eNodeB sites, which are defined without architectural redundancy.

d)
E-UTRAN architecture shall simplify and minimize the introduced number of interfaces where possible

The EUTRAN architecture consist of eNodeBs with corresponding interfaces. The EUTRAN architecture contains two interfaces: S1 which is the interface between EPC and eNodeB, and X2 which is the interface between eNodeBs.

e)
Radio Network Layer (RNL) and Transport Network Layer (TNL) interaction should not be precluded if in the interest of improved system performance.

Interaction between RNL and TNL has not been precluded in the proposed architecture.

f)
E-UTRAN architecture shall support an end-to-end QoS. The TNL shall provide the appropriate QoS requested by the RNL.

The architecture will support end-to-end QoS and enhancements/simplifications of the QoS concept of rel. 6 is being discussed.

g)
QoS mechanism(s) shall take into account the various types of traffic that exists to provide efficient bandwidth utilization: "Control Plane" traffic, "User Plane" traffic, O&M traffic etc.

The discussed QoS mechanisms allow for differentiation of different types of traffic, e.g. signalling and different kinds of user data, and supports prioritization between different kinds of traffic.

h)
The E-UTRAN shall be designed in such a way to minimize the delay variation (jitter) for e.g. TCP/IP for packet communication.

The radio interface protocols of the user plane are terminated in the eNB and UPE, which allows for small delay variations. EUTRAN architecture allows for the minimisation of data loss during UE mobility between eNodeBs, which is expected to minimize the impact on TCP performance..
9.9.2 
Achievement of cost related requirement for E-UTRAN architecture as defined in section 12.1 of TR 25.913

a)
Backhaul communication protocols should be optimized.

The RNL communication was designed to get along with minimum number of communication steps for call setup and mobility. S1 and X2 interface are designed to operate and to be configured in a uniform way.

b)
The E-UTRAN architecture should reduce  the cost of future network deployment whilst enabling  the usage of existing site locations.
No specific measurement was taken to fulfil this requirement, however, iIt is expected that the reduction of the number of nodes and interfaces contributes to thise overall goal.

c)
All the interfaces specified shall be open for multi-vendor equipment interoperability.
This specific aspects needs to be covered when specifying stage 3.

d)
UE complexity and power consumption shall be minimized/optimized. Complicated UTRAN architecture and unnecessary interfaces should be avoided.
Note: No specific RAN3 input here yet.

e)
More efficient and easy to use OAM&P.

Note: No specific RAN3 input here yet.
9.10
Support of roaming restrictions in LTE_ACTIVE
Handling of roaming/area restrictions and handling of subscription specific preferences in LTE_ACTIVE is performed in the eNodeB based on information provided by the aGW over the S1 interface.
10
RF Related aspects of evolved UTRA
10.1
Scalable bandwidth

E-UTRA shall according to [4] allow scalable bandwidth operation of 1.25 MHz, 1.6MHz, 2.5 MHz, 5 MHz, 10 MHz, 15 MHz and 20 MHz. There are several implications of the flexible bandwidth, including performance and implementation aspects. When unwanted emissions requirements for a scalable bandwidth system are specified, there are also regulatory aspects related to both the way the unwanted emission requirements are specified and to identifying the relevant emission limits.

For the out-of-band emissions (close to the carrier) the present UTRA limits are specified both as ACLR (Adjacent Channel Leakage Ratio) and a Spectrum Mask. Several proposals in several RAN4 documents* discuss how to specify ACLR and spectrum mask in a way similar to UTRA. It is also shown how emissions vary with the scalable bandwidth, which should be reflected in the out-of-band limits, at least for the UE. Proposals in ‎several RAN4 documents* introduce a new concept where adjacent channel leakage is specified in a measurement bandwidth related to the resource block size. It is pointed out in a RAN4 document* that Out-of-band emissions for E-UTRA does not necessarily have to be specified as a spectrum mask, or that it has to be identical to the UTRA mask. What is important is that assurance is provided for co-existence, through ACLR, spectrum mask or other limits on Out-of-band emissions.

Out-of-band limits are set by 3GPP, but are referenced, included and applied by external regulatory bodies in recommendations, reports and co-existence studies*. In defining the limits for LTE, those references should be considered to assure that E-UTRA provides sufficient compatibility with other services.

The present UTRA spurious emission limits are based on ITU-R SM.329 ‎[R4-1], which should also be the basis for LTE as discussed in ‎several RAN4 documents*. There are also additional UE and BS spurious emission limits defined as regional requirements for co-existence between different systems, including UTRA, GSM and PHS in the same or different bands. Some of these requirements should remain as pointed out in several of RAN4 documents*, but there may also be new co-existence scenarios to consider. It is important for 3GPP to respect regional requirements and to take into account how the limits are applied and referenced in international and regional bodies. 

It was shown in ‎a RAN4 document* that some aspects of the ITU-R SM.329 limits ‎[R4-1] may lead to unnecessarily tight requirements for the BS. The regulatory aspects of this issue are at the moment being addressed further within CEPT/ECC.

Spurious emission limits are mainly driven by international recommendations, but some implementation considerations are also important. One such issue is how to define the limit between out-of-band and spurious emissions. ITU-R SM.329 ‎[R4-1] recommends this limit to be proportional to the (necessary) emission bandwidth. Several RAN4 documents* considered the concept of starting the domain of the spurious emission requirements at a fixed offset of 10 MHz from the edge of the LTE carrier for any bandwidth. From an implementation perspective a RAN4 document* indicated this to be feasible for the BS. However, it was shown in several RAN4 documents* that this approach appears to be not viable for the UE. Also here, considerations must be taken of implementation and regulatory aspects as well as co-existence with adjacent systems.

In some of the potential frequency bands, depending on the spectrum allocation conditions, sufficient frequency spectrum for the wider operation bandwidths may not be available. In that case, resource aggregation has been considered as one option. The implementation and complexity aspects of this issue are studied and summarized further in section 12.2 in this TR.

As a summary of these studies it can be concluded that the scalable bandwidth needs to be properly considered when defining LTE unwanted emission requirements, taking into account co-existence with other systems, implementation and regulatory aspects. Based on the studies to date, scalable bandwidth is considered feasible.
Note: *See section 5.2 in ‎[R4-2]
10.2
Spectrum deployment

The conclusions in this chapter are preliminary and may need to be updated once the work in RAN4 progresses. Specially the comprehensive analysis of coexistence of E-UTRA operating in the same frequency band with other radio systems spans a large number of scenarios and requires a considerable amount of simulation work which is still ongoing. However, based on initial coexistence simulation results and additional analytical analysis RAN4 can draw a draft conclusion for the purpose of the Study Item.

Regarding coexistence of E-UTRA with E-UTRA and other radio technologies operating in different frequency bands similar requirements as currently specified for UTRA are anticipated. This concerns additional transmitter and receiver spurious emission requirements for coexistence which will be for LTE BS and UE the same as today for UTRA and receiver blocking requirements for coexistence which need to be specified by RAN4 during the Work Item phase. 

Regarding coexistence of E-UTRA with E-UTRA and E-UTRA with UTRA operating in the same frequency band on adjacent channels, initial coexistence simulation results for downlink have shown that this is feasible with requirements for E-UTRA similar to those for the current UTRA system. The analysis of the transmitter emissions of the E-UTRA UE indicated that behaviour is expected to be similar to the downlink however uplink coexistence simulation results are not available yet. Coexistence with GSM also needs to be analysed. Further coexistence studies for uplink and downlink are ongoing.

Based on the studies described above, focussed on scenarios considered most critical, coexistence of E-UTRA with E-UTRA and other radio technologies is seen feasible.
11
Radio Resource Management Aspects of evolved UTRA

-Support of load sharing and policy management across different Radio Access Technologies

The eUTRAN Architecture will support Load sharing across RATs. 

12
System and Terminal Complexity

12.1
Over all system complexity
A key requirement of E-UTRAN is to maintain the complexity at a reasonable level. Although no firm analysis on the final complexity has been performed, in this respect the following decisions have been taken:

Decreased complexity:

· The number of transport channels is reduced compared to UTRAN, by making use of shared channels and not supporting dedicated transport channels. 

· The number of different MAC entities is reduced compared to UTRAN (e.g. MAC-d not needed in the absence of dedicated transport channels). 

· The BMC layer and the CTCH of UTRAN are not needed in E-UTRAN i.e. all data broadcast is on MBMS and on e.g. MTCH.

· There is no inter eNB SHO in the downlink and in the uplink (as currently supported for Rel-6 dedicated channels in UTRAN) for the shared channel, in case of unicast transmissions. Note that Tthis does not preclude the potential support of other schemes such as fast cell selection, bi-casting, "softer HO" (L1 combining) for intra-site eNB cases, etc.

· Compressed mode as defined for UTRAN is not supported. If some transmission/reception gaps for measurement purpose have to be provided to the UE, this will be based on scheduling gaps.

· RRC is simplified by e.g. reducing the number of RRC states compared to UTRAN (e.g. removal of UTRAN CELL_FACH is agreed).
Increased complexity:

· Minimum UE bandwidth capability is smaller than largest cell bandwidths.

· RAN1 assumes SFN operation for efficient broadcast which requires synchronised network operation.
12.2
Physical layer complexity

Overall, no issue has been raised that would indicate that physical layer complexity would be unacceptably high and it can thus be concluded that EUTRA implementation is feasible from a physical layer perspective. 

The EUTRA system will provide significantly higher data rates than Release 6 WCDMA and, as a consequence hereof, the physical layer complexity will increase accordingly compared to lower-rate systems. The increase in data rate is achieved through higher transmission bandwidth and/or support for MIMO and will have complexity impacts such as:

· higher channel decoding capacity

· larger soft buffer sizes for HARQ processing. 

This complexity is not seen as EUTRA specific, but is similar to the complexity experienced in any high data rate system. 

One of the advantages of an OFDM/SC-FDMA based system is that it allows for implementation of a lower complexity receiver at wider bandwidths. Another advantage is the possibility of operating MBMS in a single frequency network manner where significant performance gains can be achieved with no additional complexity increase in the UE receiver (see section xxx).
EUTRA will support multiple bandwidth options ranging from 1.25 to 20 MHz and both FDD and TDD modes. The variable bandwidth options has a complexity impact, however with proper channel structures, e.g., designing control channels such that decoding is invariant to the transmission bandwidth, limited additional complexity due to the multiple bandwidths has been identified. Support for both FDD and TDD modes is not expected to have major complexity impact provided that maximum commonality between the two modes is maintained.

Based on what was seen as acceptable increase in complexity, it has been decided that all UEs shall have a reception- and transmission-bandwidth capability of at least 10 MHz. Limiting the bandwidth to 10 MHz creates challenges in mobility measurements when 10 MHz UEs are receiving data from cells with 20 MHz operating bandwidth, but these problems are solvable with a limited complexity impact.

To the extent possible, the design of EUTRA has been done with the aim of reducing the number of unnecessary options in order to simplify implementation and testing.
12.3
UE complexity
This section presents the current RAN4 understanding of feasible system and terminal complexity. With the progress of technology over time, some of the complexity restrictions may no longer apply, and allow reconsideration regarding addition of functionalities currently considered to be too complex, as well as functionalities currently not considered, in a later Release of the specification. However, if new functionalities are considered in the future, incremental gains that these additions could provide should also be evaluated.

The document [R4-3] introduced and proposed the following set of  resource aggregation options for E-UTRA. 

· Resource aggregation type 1 - over adjacent channels in the same band with same content

· Resource aggregation type 2 - over separated channels in the same band with same content

· Resource aggregation type 3 - over separated channels in different bands with same content

· Resource aggregation type 4 - DL broadcast channel and bidirectional channel in the same band

· Resource aggregation type 5 – DL broadcast channel and bidirectional channel in the different bands

RAN4 has analysed the feasibility and necessity of these different resource aggregation options. 

It was recognised in [R4-3] that there may be benefits of having aggregation for different kinds of spectrum allocations for the operators. However, it was also considered in a RAN4 document* that E-UTRA complexity compared to UTRA is already increased due to e.g. scalable bandwidths. It is also pointed out in the RAN4 document* that the uplink and downlink parts of each type of resource aggregation have different implementation impacts and should be considered separately. The position of different aggregated carriers affects RF implementation and related complexity. However, as discussed in the RAN4 document* from an RF implementation point-of-view, it does not matter for the downlink whether two aggregated resources support unicast data, broadcast data or any combination of these two. 

Resource aggregation types 1-3 have been discussed and analysed in several RAN4 documents*. 

Type1: It was considered in a RAN4 document* that instead of using resource aggregation a wider bandwidth carrier on a contiguous spectrum allocation  would offer lower complexity and better performance allowed by advanced network algorithms like frequency domain scheduling.  The presented simulation results in a RAN4 document* indicated that the transmission of multiple SC-FDMA channels is significantly more inefficient from the PA perspective than the transmission of one wider bandwidth channel because PAR/CM levels would be higher for the transmission of multiple bandwidth channels meaning that at least in the uplink it is likely that there would be further specification impacts in terms of complexity of the RAN4 ACLR/emission requirements.

Type2: As stated in a RAN4 document* it is seen to be more efficient to improve the performance of data reception on one operating bandwidth rather than increasing UE complexity for supporting resource aggregation of the same content on more than one bandwidth. As for the type 1 also in this case at least in the uplink there would be further specification impacts in terms of complexity of the RAN4 ACLR/emission requirements. There are also impacts to the Node B scheduler design and corresponding signalling.

Type3: With the resource aggregation of the same content over different band, in addition to UE complexity issues network planning issues ( i.e. cell borders and sites being at different locations) were considered more challenging in RAN4 document*, which would lead to more complicated RRM and network signalling.  There are also UL specification impacts and issues in terms of spurious emissions requirements.

Conclusions on resource aggregation with same content
Based on the findings of several RAN4 documents* and RAN4 discussions, it is proposed to avoid resource aggregation for the same content (types 1, 2, and 3). The concerns raised in [R4-3] are addressed as the minimum UE UL and DL bandwidth capabilities are agreed to be 10 MHz. Additionally terminals will support all bandwidth options within its bandwidth capability. Hence, this should give operators some flexibility in terms of channel arrangements.

Type 4 &5: The MBMS targets for the E-UTRA system in TR25.913 indicate that some level of resource aggregation is probably needed for providing unicast and MBMS services simultaneously due to a requirement for a possibility to deploy MBMS on separate carrier. Both Type 4 and Type 5 are considered feasible. Complexity level depends on frequency separation. 

Conclusions on resource aggregation with bi-directional and broadcast channels

Based on the MBMS requirements in TR25.913 and the recommendations on the resource aggregation of bi-directional and broadcast channels in several RAN4 documents*, it is proposed that the resource aggregation of bi-directional and broadcast channels is considered further when developing the E-UTRA specifications in the work item phase. 

UE complexity issues related to the UE maximum output power

A RAN4 document* considered UE complexity issues related to the UE maximum output power. The document concluded that it should be possible to reuse the rel-6 PA in order to allow for a single PA implementation for multi-mode (E-UTRA, UTRA) and multi-band terminals and that the E-UTRA UE power class should be a subset of the current UTRA Rel-6 power classes. 

Conclusions on UE output power

It is proposed to consider the outcome of RAN1 analyses on coverage and cell edge performance before concluding the UE maximum output power requirements.
Note: *See section 5.3 in ‎[R4-2]
13
Performance Assessments

13.1
Peak Data Rate
Editor’s notes: Responsible WG is RAN1.
The estimated peak rates deemed feasible with E-UTRA are summarized in table 13.1-1 and table 13.1-2 for FDD and TDD. For the downlink, it was found that achieving or even exceeding the peak rate requirements outlined in [4] is feasible. For uplink it is feasible to achieve peak rates which come very close to the peak rate requirement outlined in [4]. This is based on a very preliminary and potentially conservative estimation of system (sync, system information, paging, access) and  layer 1 and layer 2 control overhead as well as realistic assumptions on the highest modulation order which can be used in the most favorable WAN environments. 

Table 13.1-1: Peak rates for E-UTRA FDD/TDD (baseline frame format)

	
	Downlink
	Uplink

	Assumptions
	2 TX MIMO, 64 QAM, R=1

10% reference signal overhead
	Single TX UE, 16 QAM, R=1

14% reference signal overhead

	Unit
	Mbps in 20 MHz
	b/s/Hz
	Mbps in 20 MHz
	b/s/Hz

	Requirement
	100
	5.0
	50
	2.5

	Baseline overhead (cyclic prefix, guard time, guard carriers and reference symbols)
	182
	9.1
	57
	2.9

	Full overhead

(29% total system and L1/L2 overhead)
	144
	7.2
	48
	2.4


Table 13.1-2: Peak rates for E-UTRA TDD (LCR based frame format)

	
	Downlink
	Uplink

	Assumptions
	2 TX MIMO, 64 QAM, R=1

LCR based frame format
	Single TX UE, 16 QAM, R=1

LCR based frame format

	Unit
	Mbps in 20 MHz
	b/s/Hz
	Mbps in 20 MHz
	b/s/Hz

	Requirement
	100
	5.0
	50
	2.5

	Short CP in downlink

(22% total system and L1/L2 control overhead)
	149
	7.5
	49.8
	2.5

	Long CP in downlink

(25% total system and L1/L2 control overhead)
	128
	6.4
	
	


The relatively high estimated control overhead is somewhat related to the very short TTI; it may therefore be possible to further increase the achievable peak rates by considering higher TTI values and/or by reducing the amount of control signaling information. The theoretical peak rates could also be increased by considering 4x4 MIMO configurations (4 streams) in the downlink and/or 2x2 MIMO configurations in the uplink (2 streams). 

Additional details are available in sections 7.1.1, 9.1.1, [section(s) on overhead evaluation] of  [TR 25.814].
13.2
C-Plane Latency
Figure 13.2 provides an example control plane flow for the LTE_IDLE to LTE_ACTIVE transition in LTE/SAE and is based on the procedure described in sub-clause 7.14.2, TS 23.882. 
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Figure 13.2-1: C-Plane activation procedure (example)
Table 13.2 provides a timing analysis, assuming FDD frame structure, of the flow depicted in Figure 13.2. The analysis illustrates that the requirement for the state transition from LTE_IDLE to LTE_ACTIVE can be achieved within the 100ms requirement.
Table 13.2-1: C-Plane latency analysis (based on the procedure depicted in Figure 13.2)

	Step
	Description
	Duration

	0
	UE wakeup time
	Implementation dependent – Note included

	1
	Average delay due to RACH scheduling period
	5ms

	2
	RACH Preamble
	0.5ms

	3
	Scheduling grant - Timing Alignment (Time between the end RACH transmission and reception of scheduling grant)
	3ms

	4
	UE Processing Delay (only L1 Part – coding according to received grant)
	0.5ms

	5
	TTI for transmission of RRC Connection Request
	0.5ms

	6
	HARQ Retransmission (@ 30%)
	0.3 * 2.5ms

	7
	Processing delay in eNB (Uu –> S1)
	4ms

	8
	S1 Transfer delay
	Ts1 (2ms – 15ms)

	9
	MME Processing Delay (including UE context retrieval of 10ms)
	15ms

	10
	S1 Transfer delay
	Ts1 (2ms – 15ms)

	11
	Processing delay in eNB (S1 –> Uu)
	4ms

	12
	TTI for transmission of RRC Connection Setup (+Average alignment)
	0.75ms

	13
	HARQ Retransmission (@ 30%)
	0.3 * 2.5ms

	14
	Processing delay in UE
	3ms

	15
	TTI for  transmission of L3 RRC Connection Complete
	0.5ms

	16
	HARQ Retransmission (@ 30%)
	0.3 * 2.5ms

	
	Sub-Total control plane establishment delay
	39ms + 2 * Ts1

	17
	TTI for UL DATA PACKET (Piggy back scheduling information)
	0.5ms

	18
	HARQ Retransmission (@ 30%)
	0.3 * 2.5ms

	19
	eNB Processing Delay (Uu –> S1)
	1ms

	20
	S1 Transfer delay
	Ts1 (2ms – 15ms)

	21
	UPE Processing delay (including context retrieval, deciphering, RoHC)
	10ms

	
	Sub-Total user plane establishment delay
	12.25ms + 1 * Ts1

	
	Total LTE_IDLE –> LTE_ACTIVE delay
	51.25ms + 3 * Ts1


Note: The figures included in Steps 8, 9, 10, 20 and 21 are outside the scope of RAN WG2.
Note: For co-existing LCR TDD frame structure, the C-plane latency evaluation result is similar. The RAN requirement can also be achieved.
13.3
U-Plane Latency
The requirement on user plane latency in section 6.2.2 of TR 25.913 [4] reads as follows:

“U-Plane Delay Definition – U-plane delay is defined in terms of the one-way transit time between a packet being available at the IP layer in either the UE/RAN edge node and the availability of this packet at IP layer in the RAN edge node/UE. The RAN edge node is the node providing the RAN interface towards the core network.

Specifications shall enable an E-UTRA U-plane latency of less than 5 ms in unload condition (ie single user with single data stream) for small IP packet, e.g. 0 byte payload + IP headers E-UTRAN bandwidth mode may impact the experienced latency

Note: This requirement, more specifically the exact definition of latency, may be revisited and further clarified once there is a 3GPP system end-to-end requirement agreed and the overall system architecture is settled, including the RAN and core network functional split. This means that the network entities between which the U-plane latency requirement of E-UTRA and E-UTRAN applies, will finally be defined at a later stage.”

It could be argued what the RAN edge node refers to, i.e. eNB or aGW. Thus, the S1 delay is specified separately in the U-Plane latency assessment which follows. The assessment also assumes, in accordance with the requirement, unload conditions where scheduling delays and S1 transmission times are negligible. Further, it is assumed that a valid scheduling grant is available; i.e. no random access procedure needs to be performed. 

The LTE U-Plane delay consists of node processing delays, TTI duration, radio frame alignment and S1 delay. The delay components are summarised in Figure 13.3.
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Figure 13.3-1: U-Plane latency components in LTE
Note: The figures in yellow are outside the scope of RAN WG2.
Based on the assumptions above, the LTE U-Plane latency can be written:

DUP [ms] = 1 + 0.75 + 1+ n*2.5 + TS1 + 0.5 = 3.25 + n*2.5 + TS1 ,
where n is the number of HARQ re-transmissions. In typical cases there would be 0 or 1 re-transmissions yielding an approximate average UP latency of

DUP,typical [ms] = 3.25 + p*2.5 + TS1 ,
where p is the error probability of the first HARQ transmission. Hence the U-Plane latency is a function of the HARQ operating point and the S1 delay, which heavily depends on transport network deployment and is outside the scope of RAN2. Table 1 shows the U-Plane latency when HARQ is operated at an initial transmission error probability of 0.3.

Table 13.3-1: U-Plane latency analysis (estimated average)

	Step
	Description
	Value

	0
	UE wakeup time
	Implementation dependent – Note included

	1
	UE Processing Delay
	1ms

	2
	Frame Alignment
	0.25ms

	3
	TTI for UL DATA PACKET (Piggy back scheduling information) Processing Delay (only L1 Part – coding according to received grant)
	0.5ms

	4
	HARQ Retransmission (@ 30%)
	0.3*2.5ms

	5
	eNB Processing Delay (Uu –> S1)
	1ms

	6
	S1 Transfer delay
	Ts1 (1ms – 15ms)

	7
	UPE Processing delay
	0.5ms

	
	Total one way delay
	4ms + 1 * Ts1


Note: The figures highlighted in yellow are outside the scope of RAN WG2

It is concluded that for a typical case with an initial HARQ error rate of 0.3, a total average U-Plane latency of 4ms + S1 transfer delay can be achieved.
13.4 User Throughput

13.4.1
Fulfillment of uplink user-throughput targets
According to TR25.913, the agreed target for the LTE radio-access concept in terms of average and cell-edge user throughput are 2-3 times gain compared to the baseline configuration.

Multiple evaluations that directly evaluate the uplink system performance of the LTE concept vs. the baseline configuration have been carried out. The evaluations have been carried out by different sources/companies and for different scenarios, something that provides a certain degree of diversity in the evaluation results. 

· In terms of average user throughput, the results indicate gains vs. the baseline configuration also ranging from around 2 times to above 3 times.

· In terms of cell-edge user throughput, the results indicate gains vs. the baseline configuration ranging from around 2 times to, in some cases, well above 3 times.

It should be pointed out that some proposed and considered LTE features, such as the possibility for a variable TTI for overhead/delay optimization and different schemes for interference mitigation, have not been included in all of the evaluations. Thus there is a potential for further LTE uplink performance enhancements. 

Based on this, one can conclude that the LTE SC-FDMA-based uplink as currently defined includes the features needed to fulfill the agreed targets on uplink user throughput.

13.4.2 
Fulfillment of downlink user-throughput targets
According to TR25.913, the agreed targets for the LTE radio-access concept in terms of average and cell-edge user throughput are 3-4 times gain and 2-3 times gain vs. the baseline configuration defined in TR25.913, respectively.

Multiple evaluations that directly evaluate the downlink system performance of the LTE concept vs. the baseline configuration have been carried out. The evaluations have been carried out by different sources/companies and for different scenarios, something that provides a certain degree of diversity in the evaluation results. 

Evaluations have been carried out both assuming that MIMO is used in case of LTE evaluation(s) and that MIMO is not used in case of the LTE evaluation(s). As expected, including MIMO in the evaluations provide higher LTE system performance. It should be pointed out that including MIMO for LTE is inline with the agreed assumptions in 25.913.

· All evaluation indicate that the LTC concept fulfills or is very close (less than 5%) to the agreed target for cell-edge throughput, assuming a lower-speed (3 km/h) scenario.

· In terms of average user throughput, the deviations from the target are, in some cases, somewhat larger (maximum deviation in the order of 20-25 %). 

Based on these evaluations one cannot directly conclude that the LTE concept fulfills the LTE downlink user-throughput targets. However, these evaluations do not include all the features that are suggested to be part of the LTE radio-access concept, most notably different schemes for more advanced interference mitigation (e.g. interference coordination and/or cancellation) and variable TTI for overhead/delay optimization. Adding the potential gains of this to the above summarized gains would indicate that the LTE downlink radio-access concept can fulfill the agreed user-throughput targets. 

More information can be found in TR25.814.
TP is endorsed by RAN1, with addition of "More information can be found in 
TR 25.814, section 10." add the end of the TP, and replace "as currently 
defined" with "as defined in this TR".
13.5 
Spectrum Efficiency
13.5.1
Fulfillment of uplink spectrum-efficiency target
According to TR25.913, the agreed target for the LTE radio-access concept in terms of uplink spectrum efficiency is 2-3 times gain vs. the baseline configuration defined in TR25.913. 

Multiple evaluations that directly evaluate the uplink system performance of the LTE concept vs. the baseline configuration have been carried out. The evaluations have been carried out by different sources/companies and for different scenarios, something that provides a certain degree of diversity in the evaluation results. In terms of spectrum efficiency, the results of these evaluations indicate gains vs. the baseline configuration ranging from around 2 times to above 3 times.

It should be pointed out that some proposed and considered LTE features, such as the possibility for a variable TTI for overhead/delay optimization and different schemes for interference mitigation, have not been included in all of the evaluations. Thus there is a potential for further LTE uplink performance enhancements. 

Based on this, one can conclude that the LTE SC-FDMA-based uplink as currently defined includes the features needed to fulfill the agreed targets on uplink spectrum efficiency.
13.5.2 Fulfillment of downlink spectrum-efficiency target
According to TR25.913, the agreed target for the LTE radio-access concept in terms of downlink spectrum efficiency is 3-4 times gain vs. the baseline configuration defined in TR25.913. 

Multiple evaluations that directly evaluate the downlink system performance of the LTE concept vs. the baseline configuration have been carried out. The evaluations have been carried out by different sources/companies and for different scenarios, something that provides a certain degree of diversity in the evaluation results. 

Evaluations have been carried out both assuming that MIMO is used for the case of LTE and that MIMO is not used for the case of LTE. It should be pointed out that the use of MIMO for LTE is inline with the agreed assumptions in 25.913.

Assuming MIMO most evaluations indicate that the LTE concept fulfills or are within approximately 10% of the agreed spectrum-efficiency target, assuming a lower-speed (3 km/h) scenario.

At higher UE speed (30 km/h), the performance gains are somewhat reduced which is also inline with the mobility requirement of TR25.913, Section 7.3

Based on these evaluations one cannot directly conclude that the LTE concept fulfills the LTE downlink spectrum-efficiency target. However, these evaluations do not include all the features that are suggested to be part of the LTE radio-access concept, most notably different schemes for more advanced interference mitigation (e.g. interference coordination and/or cancellation) and variable TTI for overhead/delay optimization. Adding the potential gains of this to the above summarized gains would indicate that the LTE downlink radio-access concept can fulfill the agreed spectrum-efficiency targets. 

More information can be found in TR25.814.

TP is endorsed by RAN1, with addition of "More information can be found in 
TR 25.814, section 10." add the end of the TP, and replace "as currently 
defined" with "as defined in this TR"
13.6
Mobility
13.6.1
Features supporting various mobile velocities

The E-UTRA supports seamless mobility across the cellular network; in RRC_CONNECTED handovers are supported with resource preparations at the target cell, whereas in RRC_IDLE the UE performs cell reselections and updates tracking areas. The support for cell updates (i.e., forward handovers without preparation) in RRC_CONNECTED is being studied, which can be useful for non-canonical cases, e.g., when the connection is suddenly lost due to quickly deteriorating radio conditions. Inter-frequency mobility is also supported, hence making the E-UTRA flexible in supporting various deployment scenarios.

The E-UTRA is capable of supporting various mobile velocities. The main features that support efficient data transmission at various speeds are listed below.

· The subframe size of 0.5 ms makes the E-UTRA capable of adapting to fast changing radio link conditions and allows exploitation of multiuser diversity.

· The use of scheduled and diversity resource allocation in the frequency domain allows optimisation for various speeds, i.e., the diversity resource allocation increases frequency diversity gain at high speeds, whereas the scheduled resource allocation increases multiuser diversity gain at low speeds.

· The RLC and MAC (HARQ) status can be inherited at the target cell when the handover is intra-eNB.

· Forwarding of the data buffered in the source eNB to the target eNB prevents packet loss at handovers.

· The measurements for neighbour cells are performed without compressed mode, hence without wasting radio resources. The relevant measurements for neighbour cells that operate on a different carrier frequency from the currently served frequency, are performed during transmission/reception gaps provided by DTX/DRX, or by the packet scheduler.

13.6.2
Assessment on U-plane interruption time during handover
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Figure 13.6.2 -1: U-Plane interruption involved in the intra-MME/UPE HO procedure in E-UTRAN

The generic handover procedure assumed in E-UTRAN is shown in Figure 13.6.2-1, with associated delays encountered in the procedure. In the figure four constituents for the U-plane interruption are identified, i.e., (a) radio layer process, (b) UL RRC signalling, (c) DL RRC signalling, and (d) path switch. Each component is elaborated below.

· Radio layer process (a)
This is the delay between HO command to UL resource allocation, hence consisting of these elements:

1. Frequency synchronization: The time taken for frequency synchronisation depends whether the target cell is operating on the same carrier frequency as the currently served frequency or not. However, this should be very small because the UE has already identified and measured the target cell. Thus, the UE should have somewhat recent frequency synchronization, and the delay caused by this element is then negligible.

2. DL synchronization: It is thought that baseband and RF alignments may take some time. Although the current RAN1 TR [2] does not have enough information to assess this delay accurately, around 5-10 ms should be possible.

3. UL resource request and timing advance acquisition: This delay depends largely on the applicable procedure, which is yet to be decided:
a. RACH procedure: Should the RACH procedure be applied, the RACH allocation in the cell would dictate how long the UE has to wait before getting the first opportunity to send a RACH message and the possible need for resending.

b. Non-contention based access burst procedure: In principle, this method should avoid resending because no collision between two UEs would occur. On the other hand, the UE has to wait for the allocated timing to send the access burst, which is then used by the network to calculate timing advance. The time spent with this method depends on the requirements set on the UE for changing the cell after the HO command. According to these requirements, the network might not want to allocate resources for the access burst too soon, that is, before the time spent after the HO command exceeds the DL synchronization requirement.

Because the RACH procedure is currently undecided in RAN1, estimating a plausible value is difficult. The worst case delay (for method a) can be obtained by assuming that the random access procedure includes transmission of a preamble on a contention based resource, followed by transmission of the actual random access message on a scheduled resource. If no retransmission was needed, the delay would then consist of (1) waiting for an access slot for the preamble, (2) waiting for the resource allocation for the RACH message, and (3) sending the RACH message. The mean time of (1) could be 2.5 ms (assuming two access slots in 10 ms). The delay (2) from the beginning of the preamble to the beginning of the RACH message, i.e., the RTT, could be 2.5 ms (i.e., 5 sub-frames). The delay (3) is assumed to be less than 2 ms. These numbers result in a mean delay of 7 ms from the moment that the UE has synchronized to the downlink (and read the system info) to the moment that the random access message has been sent. If the random access procedure does not contain a preamble to be sent separately from the actual message, 2.5 ms can be subtracted from the mean value. Every retransmission of the preamble adds to the delay at least one RTT or the access slot separation, whichever is longer. In practice, we need to use a random back-off system, which implies that the mean delay for one retransmission is always larger than the access slot separation.
In the non-contention based method, the network knows more accurately when the UE would be ready in the cell, and hence needs to assign fewer resources for RACH. However, the delay would be dictated by the requirement on DL synchronization speed of the UE.
The time taken to calculate the UL timing advance at the target eNB also adds up to the delay.

· RRC signalling (b), (c)

The relation between RRC signalling and pausing/resuming of the U-plane is yet to be clarified. In this evaluation, the RRC signalling is assumed to trigger resuming of the U-plane, i.e., the HO complete triggers resuming of the DL U-plane in the target eNB, whereas the HO complete ack triggers resuming of the UL U-plane. The delay represented in this component includes the time taken to encode the RRC message at the transmitter, the time taken to transmit the message over the radio interface, and the time required to process the message at the receiver. Of the three, the time taken to transmit over the radio interface is thought to be the dominant factor. This delay can be reduced by scheduling the message at a high priority and by using a low error rate transport format. In the optimal case, this delay should be less than 5 ms, but could end up significantly longer, e.g. 20 ms, due to HARQ/ARQ.
· Path switch (d)

This includes all aspects of the path switch process, which is initiated by the reception of HO complete from the UE at the target eNB. The delay component includes the time taken to transmit the path switch message over the S1 interface, the time taken to process the path switch at the MME/UPE, and the time taken to transmit the packet from MME/UPE to the target eNB over the S1 interface. In the DL, if forwarded packets are already available in the target eNB, these packets can be sent to the UE before the path switch.
According to this model, the total interruption time of the U-plane in the UL is (a) + (b) + (c), whereas the interruption in the DL is (a) + (b) + (d). Note that if forwarded packets are available in the target eNB before path switch, the total interruption time in the DL would be (a) + (b). The forwarding can continue even after the path switch, depending on the amount of data that had to be forwarded and the transmission rate over the inter-eNB interface. However, what is essential is the delay for the first forwarded packet to arrive at the target eNB, as the target eNB can then resume transmission as soon as the radio layer is ready, receiving the HO complete. It is generally assumed that the forwarding delay (of the first packet) is smaller than the radio layer delay (a) + (b).
Table 13.6.2-1: U-Plane interruption components and estimates

	
	Component
	Cause
	Estimate [ms]

	(a)
	Radio layer process
	- DL synchronization time, including e.g., baseband and RF switching time
- UL resource request and timing advance acquisition

- UL resource granting
	20

	(b)
	UL RRC signaling
	- RRC message encoding at the transmitter

- RRC transmission over the radio
- RRC processing time at the receiver
	5

	(c)
	DL RRC signaling
	- RRC message encoding at the transmitter
- RRC transmission over the radio

- RRC processing time at the receiver
	5

	(d)
	Path switch process
	- Message transmission over the S1 interface
- Path switch processing time
- Packet transmission over the S1 interface
	5


Table 13.6.2-1 shows the estimated mean value for each delay component. Therefore, the total interruption time on average are estimated as below:

· UL interruption time = 30 ms

· DL interruption time = 30 ms (25 ms, if forwarded packets are available at the target eNB before path switch).

Note that these estimates may vary depending on the detailed procedures that are yet to be decided. Depending on how U-plane data forwarding is done between the source and target eNBs, the U-plane interruption time seen by the application layer may be increased due to possible duplicate transmissions of the forwarded data from the target eNB. However, in a typical case the U-plane interruption time is unlikely to exceed 100 ms. On the optimistic end, interruption times as low as 15 ms are possible.

The time spent between the instance when the UE decides to transmit the measurement report and the UE receives the HO command does not contribute to the U-plane interruption. However, this delay is also expected to be kept within a bearable limit in order to avoid radio link loss between the UE and eNB, and to avoid impact on capacity.

13.6.3
Means to minimise packet loss during handover
As a means to minimise packet loss during handover, packet forwarding from the source eNB to the target eNB is supported using the inter-eNB logical interface. When the handover does not incur change of the serving eNB, the RLC and also MAC status can be inherited after the handover. If the handover involves change of the serving eNB, packets that are buffered in the source eNB are forwarded to the target eNB via the inter-eNB logical interface. Hence, packet loss due to handover can be avoided. The forwarding may take place in a service dependent and implementation specific manner [R3-1].
13.7
Coverage

TR25.913 defines the requirements on coverage as fulfilling requirements on user throughput, spectrum efficiency and mobility cases. TR25.913 also defines that LTE operation should not be precluded even in very large cells (up to 100 km)

System performance at larger cell size

The simulation cases defined in TR25.814 covers cell ISD up to 1732 m. The fulfilment of the spectral efficiency and user throughput targets are discussed in Section 13.5 and 13.4 respectively. This discussion is based on a number of diverse evaluation results submitted by a number of companies. A sub-set of these evaluation results also include evaluation for larger cell size up to an inter-site distance of 7500 m and a cell radius of 5000 m respectively. These evaluations indicates that the relative gains in LTE system performance vs. the baseline configuration defined on TR25.912, for this larger cell ranges, are in the same order as or only somewhat lower than the corresponding gains for the smaller cell ranges (1732 m). 

Operation in very large cell sizes

TR25.913 specifies that LTE operation should be possible with cell sizes up to 100 km. It should be noted that TR25.913 explicitly points out that high performance is not expected in such extreme cases. 

One function that may limit the cell size is the random-access procedure. However, the support for also very large cell size has been taken into account as part of the random-access procedure with the support for an adjustable random-access-burst length, see [2] section 9.1.2.1.1.1

In case of TDD mode of operation ,an additional critical aspect is the timing advance at the transmitter side, in order to time-align reception/transmission at the corresponding receiver side. This is enabled by the possibility for a variable number of idle symbols at the downlink/uplink switching point, see [2] section 6.2.1. In case of very large cells, a larger number of idle symbols may be needed which may lead to a large efficiency loss in case of frequent downlink/uplink switching points, e.g. every sub-frame. However, in very-large-cell scenarios, very low round-trip time is of less importance and this less frequent downlink/uplink switching points can be applied, implying less overhead due to idle symbols. Thus, at least in this respect, also LTE TDD supports very large cell sizes.
13.8
Support for point to multipoint transmission
It was found that E-UTRA point to multipoint transmission can be specified such that the corresponding requirements outlined in [4] can be met or exceeded.

The study confirmed the feasibility of efficiently multiplexing point to point and point to multi-point transmissions over the same physical channel structure thus allowing for simultaneous support of unicast and multicast services in the UE with minimum additional receiver complexity compared to UE supporting unicast services only. Such a structure also allows for the operation of point to multipoint transmissions on a separate carrier when there is a need for higher capacity as could be the case when offering mobile TV services.

The study found that with E-UTRA it would be feasible to operate point to multipoint transmissions as a single frequency network and benefit from energy combining without experiencing inter-cell interference; this is feasible provided that the cells are synchronized within a few micro seconds, that the OFDM symbol cyclic prefix duration  is long enough compared to the time difference between the signals received from multiple cells; this also requires that the channel structure is such that at known time instants the exact same signal is transmitted from a cluster of neighboring cells;  the UE will then receive the signals from multiple cells as if they were transmitted from a single cell; the interference contribution therefore only results from thermal noise and interference from cells not in the multicast cluster or cells which timing is significantly outside of the cyclic prefix. This mode of operation is often referred to as single frequency network (SFN) and is used in state of the art digital broadcast systems. E-UTRA would still allow point to multipoint transmission within a cluster of asynchronous cells. Four cases are identified depending on the network synchronization and content transmission:

· Transmission with synchronous cells

· Cell common point to multipoint transmission 

· E-UTRA provides significant improvements over Rel-6 MBMS  (see table x)

· Cell specific point to multipoint transmission

· This scenario has not been fully evaluated but no significant gain is expected over Rel-6 MBMS.

· Transmission with asynchronous cells 

· Cell common point to multipoint transmission

· E-UTRA is expected to perform worse than Rel-6 MBMS with combining of multiple cells. This assumes that for E-UTRA the UE would not support simultaneous data reception from multiple asynchronous cells.

· Cell specific point to multipoint transmission

· This scenario has not been fully evaluated but no significant gain is expected over Rel-6 MBMS.

Table 13.8-1 provides a summary of the expected spectral efficiency of synchronized multi-cell point to multi-point transmission (i.e. SFN operation). The actual efficiency is directly related to the C/I at the edge of the cell and therefore highly sensitive to the maximum cell transmit power, the propagation loss (site distance, frequency band) and the cyclic prefix duration. The corresponding E UTRA requirements have to be clarified in order to proceed with the selection of the proper cyclic prefix duration for point to multipoint transmission.

Table 13.8-1: Spectral efficiency of SFN multicast for E-UTRA 

	Case
	Band

(MHz)
	Site to site distance

(m)
	Speed

(kph)
	SFN Multicast 

1% BLER, 95% coverage

(Mbps)

	1
	2000
	500
	3
	> 5.5 

(1.1 b/s/Hz)

	2
	2000
	500
	30
	> 5.5

(1.1 b/s/Hz)

	3
	2000
	1732
	3
	< 2.5

(0.5 b/s/Hz)

	4
	900
	1000
	3
	> 5.5

(1.1 b/s/Hz)

	5 MHz allocation, all cell resource assigned to multicast services, reference signal overhead is accounted for, any other control channel overhead is not accounted for.


Additional details can be found in [y/25.813] and in sections 7.1.1.6 and 8.1.3  of [z/25.814].
13.9
Network Synchronisation
The E-UTRAN design principle has been the use of an asynchronous network in case of FDD operation i.e. in general case, tight inter-cell synchronisation is not required to provide good system performance and synchronisation is not assumed in any basic procedures like cell search, though some of the proposed methods for inter-cell interference mitigation assume synchronisation.

However, for the special case of providing  multi-cell MBMS/Broadcast service  there is a clear gain with tight inter-cell synchronization as this allows for an efficient and low-complexity combining of multiple cells.. In the case of allocation of a separate carrier for MBMS, fewer sites can be used for MBMS and only those sites that are part of MBMS SFN need to be synchronised.

Furthermore, in case of TDD mode of operation, the network is expected to be deployed with tight inter-cell synchronization, similar to the UTRAN TDD mode of operation in order to avoid UE to UE (and BS to BS) interference. In this case the timing requirements might not be as tight as with the MBMS multi-cell reception, with the details depending on solutions derived.

In the uplink direction timing advance is assumed to be used, thus effectively synchronising the signals received from the terminals inside one cell as observed at the Node B. This allows to make use of a TDMA/FDMA component in uplink for resource division (without excessive “guard intervals” between different transmissions).The exact requirements for this synchronisation would be related to the physical layer parameterisation, mainly the duration of the cyclic prefix in the uplink direction. 

The synchronisation methods for consideration are external timing sources like .e.g. satellite based timing source (GNSS) or then one could consider various methods, especially with TDD, of  “self synchronisation” similar to the methods that have been discussed in 3GPP during UTRAN TDD development. Synchronisation techniques could also use the observation of neighbour cell signals by UEs. More studies are required for the assessment of synchronisation techniques.

The handover in E-UTRAN is a hard handover and has not been identified to be causing any additional requirements to the timing synchronisation between sites. Frequency synchronisation is helpful though to avoid drifting of relative timings and ease neighbour cell acquisition. This does however not necessarily require any explicit synchronisation but is implicitly provided by a good BS frequency stability as already used e.g. in GSM or UMTS.
13.10
Co-existence and Inter-working with 3GPP RAT

The u-plane interruption time is a part of the u-plane transient period, which is the time between the reception of the HO command in UE and the U-plane route update. The HO preparation period does not contribute to the u-plane interruption time. 

Based on the analysis of the u-plane transient period, the total interruption time is expected to be lower than the requirement for inter-RAT handover, even in the case of inter-RAT HO from LTE to 2G/3G. The data forwarding time is expected not to affect the total DL interruption time. 

Note : See section X in [R3-1] for detailed analysis.
13.11
General requirements
Editor’s notes: As the system concept evaluations, relevant system concept or features should be clarified to show the requirements specified in chapter 12 of [4] can be satisfied. The rapporteur should be responsible for this requirement. All WGs should support the general requirements
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