3GPP TR 25.897 V0.2.1 (2003-06)
Technical Report

3rd Generation Partnership Project;

Technical Specification Group Radio Access Network;

Feasibility Study on the Evolution of UTRAN Architecture;

(Release 6)


[image: image1.png]K ey




The present document has been developed within the 3rd Generation Partnership Project (3GPP TM) and may be further elaborated for the purposes of 3GPP.
 
The present document has not been subject to any approval process by the 3GPP Organizational Partners and shall not be implemented.
 
This Specification is provided for future development work within 3GPP only. The Organizational Partners accept no liability for any use of this Specification.
Specifications and reports for implementation of the 3GPP TM system should be obtained via the 3GPP Organizational Partners' Publications Offices.

Keywords

<keyword[, keyword]>

3GPP

Postal address

3GPP support office address

650 Route des Lucioles - Sophia Antipolis

Valbonne - FRANCE

Tel.: +33 4 92 94 42 00 Fax: +33 4 93 65 47 16

Internet

http://www.3gpp.org

Copyright Notification

No part may be reproduced except as authorized by written permission.
The copyright and the foregoing restriction extend to reproduction in all media.

© 2002, 3GPP Organizational Partners (ARIB, CWTS, ETSI, T1, TTA, TTC).

All rights reserved.


Contents

4Foreword

1
Scope
4
2
References
4
3
Definitions, symbols and abbreviations
5
3.1
Definitions
5
3.2
Symbols
5
3.3
Abbreviations
5
4
Introduction
5
5
Requirements
6
6
Study Areas
6
7
Agreements and associated Contributions
14
8
Specification Impact and associated Change Requests
14
9
Project Plan
14
9.1
Schedule
14
9.2
Work Task Status
14
Annex A: Change history
15


Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

This present document is for the 3GPP Release 6 Study Item “Evolution of UTRAN Architecture”(see [1]). 

The purpose of the present document is to help TSG RAN WG3 to define different UTRAN Architecture scenarios and compare the benefits of each of them. The study on the evolved architecture shall be performed for both transport options, the ATM transport option and IP transport option.
This document is intended to gather all information in order to compare the solutions and to draw a conclusion on the way forward.

This document is a ‘living’ document, i.e. it is permanently updated and presented to TSG-RAN meetings.

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.  In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[<seq>]
<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".

[1]
3GPP TD RP-020670: "Study Item Description for Evolution of UTRAN Architecture".

[2]


3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the [following] terms and definitions [given in ... and the following] apply.

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the following abbreviations apply:

<ACRONYM>
<Explanation>

4
Introduction

At the 3GPP TSG RAN #17 meeting, Study Item description on “Evolution on UTRAN Architecture” was approved [1].

Considering the first step of UTRAN architecture evolution as the introduction of the IP transport in Rel-5, the step taken here is to study the architectural evolution of UTRAN that could lead to improvements in radio performance and transport layer utilization. The study could for example consider new distribution of RAN functionalities e.g. Node Bs would contain more control operation. Also potential benefits for the radio capacity could be achieved by the proposed methods due to e.g. reduced delay.

This study is aimed at UTRAN architecture evolution considering a new functional split between the nodes. Also considered are the impacts on the existing UTRAN interfaces and co-existence with the present UTRAN architecture as well as potential benefits for the system performance, deployment and radio interface evolution.

The study will include new distribution of some RAN functionalities between existing nodes e.g. moving radio related protocols closer to radio interface which leads to shorter delays for users, necessary interface enhancements, improvements in protocol stacks and enhancements of UTRAN procedures to support the evolved UTRAN architecture.
5
Requirements

A) The evolved architecture shall not introduce any changes to the Uu interface. 
B) The evolved architecture shall allow interworking and assure backward compatibility with the existing architecture. 

C) The evolved architecture shall have open standard interfaces to enable the operators to deploy different vendors’ equipment.

D) The evolved architecture shall enable network operators to improve  at least one of the following aspects of their network, resulting in an overall improvement in UTRAN without significantly degrading the others, these shall include but are not limited to: performance, scalability, flexibility and reliability.
E) The evolved architecture shall allow maximum reuse of existing protocols. 
F) The evolved architecture shall allow for a 
smooth migration process in deployment.
6
Study Areas
6.1 General
The Study Area chapter includes first the analysis of the demand for evolution in the R99 architecture i.e. the different areas of improvement in the current R99 architecture that the different proposals for an evolved architecture should address. Next the second section within the Study Area chapter lists and presents those different proposals. Their characteristics, benefits and drawbacks, impacts, interworking with R99 architecture and open issues are developed in their respective sections.

If seen necessary, a comparison section may be introduced.
6.2 Analysis of the demand for evolution in R99 UTRAN Architecture 
[Here it shall be stated what are the needs and potential for architectural evolution in the current R99 UTRAN]
6.3 Proposals for the Evolved Architecture
6.3.1 General

[Short introduction of the different proposals]

[Here it shall be presented the different proposals of evolved architecture, their benefits and impacts]
6.3.2
Evolved Architecture based on new location of radio functions
6.3.2.1
Overview

Note: 
a more detailed description of the Nokia proposal needs to be added here (see R3-030030)

A proposal for the target architecture for the Evolution of UTRAN Architecture SI, was presented in tdoc R3-030020 [1] in the RAN3 release 6 ad hoc in January 2003. The presented architecture proposal raised some questions among the meeting delegates.

The purpose of this contribution is to address some of the raised issues by giving further details of the presented architecture. This contribution describes the functional split between the RAN network elements in the presented architecture. The contribution also shows main reasons why the evolved architecture is not just an implementation of the existing Rel99 based architecture.

6.3.2.1.1
functional split

6.3.2.1.1.1
General

This section describes the functional split between the Radio Network Gateway (RNG) and the new NodeB (NodeB+). The main functions of both elements have been listed, separately for control plane and user plane. The basic scenario of the evolved architecture is presented in Figure 1.
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Figure 1: architecture for UTRAN evolution.

Main highlights and legend:


· The functions of a monolithic RNC have been distributed down to NodeBs (NodeB+). There is therefore no more Iub interface in this evolved architecture.  

· There is a Radio Network Gateway (RNG) as interworking unit to RANs and CNs of the earlier releases. The RNG hides the bigger number of NodeB+s to conventional CN over Iu and conventional RNC over Iur. Furthermore the RNG acts as a mobility anchor, hiding the SRNS relocations between NodeB+s to the CN.

· There is an Iur interface between NodeB+s and Iu interface between NodeB+s and RNGs.

· There is a many-to-many relationship between NodeB+s and RNGs.

· There is also an Iur interface between NodeB+ and RNG for the interworking with RAN from earlier releases in case of drift situation.

· Iu and Iur interfaces in the evolved architecture (blue color) have some enhancements compared with existing interfaces.
6.3.2.1.2
Radio Network Gateway functions

6.3.2.1.2.1
General
The RNG is used for interworking with the conventional RAN, and to act as a mobility anchor point. This includes functions both in control plane and user plane.

6.3.2.1.2.2
Control plane functions

Part of RNG functions is to act as a signalling gateway between the evolved RAN and the CN, and the evolved RAN and R99/4/5 UTRAN. It has the following main functions:

· Iu signalling gateway, i.e. anchor point for the RANAP connection

· RANAP connection termination, including:

· Setup and release of the signalling connections

· Discrimination of connectionless messages

· Processing of RANAP connectionless messages

· Relay of idle and connected mode paging message to the relevant NodeB+(s)

· The RNG takes the CN role in inter NodeB+ relocations

· User plane control

· Iur signalling gateway between NodeB+ and Rel99/4/5 RNC

6.3.2.1.2.3
User plane functions

The RNG is the user plane access point from the CN or conventional RAN to the evolved RAN. It has the following user plane functions:

· User plane traffic switching during relocation

· Relaying GTP packets between NodeB+ and SGSN

· Iur interworking for user plane

6.3.2.1.3
NodeB+ functions

6.3.2.1.3.1
General

NodeB+ element terminates all the RAN radio protocols (L1, L2 and L3). NodeB+ functions are studied separately for control plane and user plane.

6.3.2.1.3.2
Control plane functions

This category includes all the functions related to the control of the connected mode terminals within the evolved RAN. Main functions are:

· Control of the UE

· RANAP connection termination

· Processing of RANAP connection oriented protocol messages

· Control / termination of the RRC connection

· Control of the initialisation of the relevant user plane connections

The UE context is removed from the (serving) NodeB+ when the RRC connection is terminated, or when the functionality is relocated to another NodeB+ (serving NodeB+ relocation). Control plane functions include also all the functions for the control and configuration of the resources of the cells of the NodeB+, and the allocation of the dedicated resources upon request from the control plane part of the serving NodeB+.

6.3.2.1.3.3
User plane functions

User plane functions include the following:

· Protocol functions of PDCP*, RLC and MAC

· Macro Diversity Combining

* It is FFS whether NodeB+ is the most feasible location for PDCP.

6.3.2.2
Benefits and drawbacks
[tbd]

6.3.2.3
Interworking with existing architecture

In the RAN WG3 release 6 ad hoc in January 2003, it was mentioned that the presented architecture in [1] could be implemented with release 99 standards. The objective shall indeed be that evolved RAN architecture re-uses the standard Iu/Iur interfaces to the largest possible extent. However, the procedures specified for the Release 99/4/5 interfaces are optimal for an implementation, where large centralised controllers are used to control a large number of cells. The optimisation of some procedures may be necessary to optimally support a distributed implementation where large part of the RNC functionality is distributed to small controllers (i.e. NodeB+). 

The SRNS relocation procedure is an example of a procedure, which should be optimised for supporting a distributed architecture. From Release 99 onwards the current SRNS relocation procedure can only support the case where all radio links are in a single DRNS and that the DRNC/Drift NobeB+ is the target RNC/NodeB+. The establishment of Iur connections from the new SRNC/Serving NodeB+ to the previously existing DRNCs/Drift NodeB+s or to the previous SRNC/Serving NodeB+ is not supported by the current relocation procedures. These enhancements have already been studied in Rel5 SI “Relocation Enhancements”.

In the evolved RAN, as SRNS relocation frequency increases significantly due to the small number of cells handled by a NodeB+, the enhanced SRNS relocation is needed. This enhancement allows the serving NodeB+ to initiate the SRNS relocation in the previously described cases and in some other situations as well. To support the enhanced relocation, some of the RNSAP procedures need to be revised for keeping or establishing the radio links over Iur from the target NodeB+ to the existing or new drift NodeB+ elements.

Another example of a necessary modification is that of the RNC identifier [0..4095] used in Iu signalling. It needs to be extended with an optional identifier extension, to allow the extension of the address space. This is required to accommodate the increased number of NodeB+ elements with RNC functionality.

6.3.2.4
Specification impacts

[tbd]

6.3.2.5
Open issues
1. Extension of the RNC Id (Uu impact)
2. Content of the UE context in NodeB+ (control and user plane part ?). How is the UE context established in NodeB+ ?

3. Amount of mobility traffic and performance (QoS perception of users) of rt services due to frequent relocations needs to be studied

4. Optimum location of PDCP (options captured so far: NodeB+ or RNG)

5. Last mile issue, MDC location. The issue with SHO and Seamless Relocation with the proposed architecture regarding the last mile capacity needs to be studied further. Whether the the constraints of the underlying TNL network (e.g. topology and link bandwidth) have to be considered for making SRNS Relocation decisions or any other RNL decisions needs to be further studied.
6.3.3


Evolved Architecture based on functional separation 
6.3.3.1
Overview
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Figure 5. Proposed Architecture for UTRAN Evolution.

The key point of the proposed architecture as depicted in Figure 1 is that the functions of the RNC are decomposed and mapped onto two new types of network entities that complement today’s Radio Network Controllers (RNCs):

· Radio Control Servers (RCS) and

· User Plane Servers (UPS).

As a consequence, the termination points of the user- and the control plane of existing interfaces are split:

The control plane of Iu and Iur (Iu-c and Iur-c respectively) terminates in the RCS. The user plane of Iu and Iur (Iu-u and Iur-u respectively) terminates in the UPS. User Plane Servers are controlled by Radio Control Servers over a new RAN-internal interface, which we call Iui. 

The Radio Control Servers mainly perform user-related control functions and co-ordinate radio resource management. The User Plane Servers perform cell related control functions and process radio frames (including macro-diversity combining). They also forward user-related control messages between UEs and RCSs (in both directions).

User Plane Servers may be moved relatively close to the Node Bs while control plane functionality can remain more centralized on Radio Control Servers that might be organized in pools or clusters. The only new type of interface is the Iui interface between Radio Control Servers and User Plane Servers. All other interfaces can be derived from existing UTRAN interfaces, which also minimizes the impact of the distributed UTRAN architecture on the external interfaces of the RAN.

Moreover, the Uu interface is not affected at all, i.e. 3GPP Rel’99 terminals are fully supported. And even the protocols on the new Iui interface can be derived from existing 3GPP protocols like NBAP and RRC. Mobility mechanisms in the control plane and in the user plane are designed independently from each other. This allows on the one hand to minimise the number of relocations in the control plane and on the other hand to optimise traffic flows in the user plane (according to the mobility of the terminals).

For future physical implementations of the evolved architecture, one might expect that Iu, Iur and Iui will be mostly based on IP transport (though the evolved architecture should not exclude any transport option). The Iub interface however will most probably still implement the two transport options IP and ATM in order to allow a UPS to connect to already deployed Node Bs over already deployed ATM-based infrastructure.
6.3.3.2 Benefits and drawbacks

6.3.3.3 Interworking with existing architecture

6.3.3.4 Specification impacts

6.3.3.5
Open issues

1. Location of RRC (assumed to be completely in RCS)
2. New functional interface between RCSs
· In case of a m-n relation between RCSs and UPSs?

· In order to support load distribution among RCSs
3. Funtional split to be studied between UPS and RCS.

4. Funtional content, performance and specification impact of Iui to be studied

5. Delay caused by Iui to be studied (procedural aspects, additional protocol stack)

6. Gain v.s. pain of introducing new network elements in the UTRAN needs to be studied.
6.3.4 Proposed common basis for the categorization and evaluation of UTRAN Architecture Evolution solutions 
[Note: chapter 6.3.4 does not follow the agreed structure of the Study Area (R3-030687)]
This proposal is intended to give a framework to analyse existing and evolved UTRAN architectures and to present guidelines  which may be applied in the design of evolved UTRAN architectures. This shall be helpful both for analysis and comparison of architecture alternatives. For each guideline basic rationals advantages and disadvantages are provided. 
 

6.3.4.1
Overview: 
Overall architectural principles

Based on a functional analysis of the UTRAN, related functions can be grouped together and assigned to different functional entities, based on two main principles:

1. The split of the control and user planes

2. The separation of cell, multi-cell and user related functions

The different functional entities can be bundled together in one network element or integrated in the Node B. Different bundles of functional entities lead to different types of network elements and consequently alternative RAN architectures, which can be evaluated against each other and against the current one.

Figure 1 shows an example functional split of the present RNC functionality into different functional entities and the classification of the resulting entities in the control or user plane according to their scope.
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Figure 2 . Decomposition of the RNC into functional entities
For user related functional entities, there exists one instance per user. These functional entities are not directly related to the specific topology of the network.

Cell related functional entities have the scope of a single cell, and hence there is one instance of such entities per cell. Therefore, they could potentially be integrated into or located closer to the Node B.

Finally, there are several functional entities having a multi-cell scope. One instance of such entities is responsible for a certain group of cells. Therefore, they are responsible for a certain geographical area. This functions include multi-cell RRM mechanisms providing a co-ordination between the different cells as well as the distribution of paging and cell broadcast service (CBS) messages.

If the RNC is separated in the above mentioned functional entities, it is necessary to define the interconnections between them. Figure 3 shows the functional entities, their interconnections and an approximate mapping to the UTRAN architecture. This diagram shows a functional architecture and not a network reference architecture, i.e. the main functional entities and their logical interconnections have been identified, but it is still possible to bundle several functional entities together in order to reduce the number of external interfaces and the complexity of the architecture.
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Figure 3 Interrelation between functional entities resulting from the functional decomposition of the RNC

This functional architecture of the RNC can be used as a tool to derive different alternative architectures for UTRAN evolution. One of the principles which can be investigated is the full split of the control and user planes in the RNC, which is the object of this contribution.

6.3.4.2
Guideline: ‘Split of control and user planes’

The split of the control and user planes has been identified as an important architectural guideline in order to evolve towards a more distributed network architecture having enhanced flexibility and scalability properties. This split can be justified based on the following reasons:

· The processing requirements for the control and user planes are quite different as user plane functions are more demanding and may need specific hardware support for specific functions. The control plane processing is more generic and less demanding and can be implemented in a general purpose machine (server).

· The required processing capacity for user plane and control plane is expected to scale differently. For example, due to the expected growth in data services, there is a strong need to increase the user plane capacity in the network while the control plane capacity will grow just moderately (see Figure 4). 
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Figure 4
Evolution of traffic in mobile networks

This leads to the idea to define two main building blocks, a control plane platform and an user plane platform. These building blocks can be used for a centralised RAN controller were both planes are implemented in a common network element interconnected via an internal interface. In a further evolution both parts could be separated in different networks elements leading to a distributed architecture where control plane and user plane servers are not necessarily co-located and are interconnected via an external interface.

While a centralised RAN controller can provide scalability on module basis, a distributed server architecture can additionally provide scalability on a network element basis. Moreover, in the distributed approach, new servers may be introduced to support new enhanced demanding features while old servers are still reused for legacy services. 

However, the distributed architecture may potentially lead to an increased delay for control procedures and a more complex OAM due to the higher number of network elements. Moreover, a new external interface has to be specified. These issues should be investigated further.

As a result of the strict separation of control and user planes, it is possible to use standard hardware platforms for the control plane and potentially also for the user plane. Therefore, it could be envisaged, at least for the control plane, to reuse the same platform for other radio standards, leading to multistandard control servers able to handle different radio standards, either alternatively (according to the standard-specific software used) or in parallel, thereby supporting multi-standard RRM algorithms internally.

6.3.4.3
Guideline: [ffs e.g. ] ‘Separation of cell, multi-cell and user related functions’
to be completed

6.3.4.4
Open issues
1. The potential performance issues (referred to in the text) w.r.t. to the split of U- and C-plane processing, e.g., the increase in RRC signalling delay and the issues related to the co-ordination of the physically separate functional entities

2. The number of new network elements in the final architecture

3. The effect of the increased number of NEs to the operation and management of the network and to the cost of operations

4. The number of new interfaces needed in the final proposal 

5. The potential issues with new interfaces to be standardised, w.r.t. to procedure delays, amount of signalling traffic, etc.

6. The standardisation effort of the proposed new multivendor interfaces

7
Agreements and associated Contributions

The main text of the document should start here, after the above clauses have been added.

8
Specification Impact and associated Change Requests

The main text of the document should start here, after the above clauses have been added.
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