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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

With the depletion of IPv4 addresses and the development of data service, demands for deploying IPv6 are higher than before. This document analyzes different IPv6 migration scenarios and applicable mechanisms as well as identifies impacts on 3GPP network elements.

1
Scope

The technical report identifies various scenarios of IPv6 migration, deployment options and impacts on 3GPP network elements. In particular:

· Identify the migration/deployment scenarios of interest for operators and the respective assumptions and requirements.
· Analyze existing IP address allocation mechanism for IPv6 migration if necessary.
· Investigate IPv6 transition mechanisms for the scenarios identified during the study and investigate their applicability for 3GPP network, and identify the compatibility among applicable transition mechanisms.
· Identify any impact on 3GPP network elements.
· Provide recommendations on IPv6 migration and identify if any normative work is needed.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
4
IPv6 Baseline Architecture
5 IPv6 migration scenarios

5.1
General discription

IPv6 offers an immense address space as well as plentiful streamlined functions for many new service and application demands. However, current network supporting and service providing is mostly depending on IPv4. IPv6 migration should encourage a part of network evolve to IPv6 and gradually accomplish holistic transition of service and network.
With regard to an end-to-end data communication process, five components are recommended to build up a scenario. The components are terminal IP capability, type of application program, type of assigned IP address, network IP capability and capability of the service/peer. The corresponding definitions for the component are as following:

· Terminal IP capability means if UE can support IPv4, IPv6, or both IPv4 and IPv6 (i.e., dual stack).

· Type of assigned IP address means if network allocates IPv4, IPv6 or both IPv4 and IPv6 (namely dual-stack) for terminals.

· Type of application program means if application software is designed for IPv4, IPv6 or dual stack. A IPv4 application is mainly considering IPv4 legacy application program, such as current popular applications. It’s hard to make any modifications since there are a large number of such applications. Dual stack applications are IP stack independent in order to facilitate application transplant and adaptable with various IP-capable network during IPv6 transition period. IPv6 applications are designed for an IPv6 network connection only. Those applications will show up on late stage of IPv6 migration.

· Network IP capability indicates the 3GPP network provides IPv4, IPv6 or dual stack access for UE in GPRS or EPC network.

· Service/peer capability indicates if service/peer is capable of IPv4, IPv6 or dual stack access.

Table 5.1 Basic components state
	Basic Components Name
	States

	Terminal IP capability
	IPv4 only, dual stack, IPv6 only

	Type of application program
	IPv4 capable, dual stack capable, IPv6 capable

	Type of assigned IP address,
	IPv4 address only, dual stack addresses, IPv6 address only

	Network IP capability
	IPv4 network, dual stack network, IPv6 network. 

	Service/peer capability
	IPv4 only, dual stack, IPv6 only


5.2
Scenario 1: Limited IPv4 public address pool
In this scenario an operator does not assign public IPv4 addresses to the UEs, e.g. the operator does not have sufficient public addresses for all active subscribers. Instead the operator assigns private IPv4 addresses to the UEs and uses NATs to provide access to the Internet. The operator may multiplex multiple UEs onto a single public IPv4 address using traditional NATs. How many UEs that can be multiplexed depend on the number of private IPv4 addresses and ports used by the UEs. Several services popular today, such as Google maps and Ajax based services can easily use hundreds of ports per device. There is then a risk that the amount of public IPv4 addresses and ports available to the operator is not sufficient. The analysis of this scenario will describe how IPv6 can be utilized to alleviate the problems.
5.3
Scenario 2 : Usage of IPv4-only applications while allowing UE to have IPv6-only access connectivity
The usage of legacy IPv4-only applications is a very important scenario to be supported in IPv6 migration. IPv4-only applications, which have already got enough popularity, should be retained while transitioning to IPv6. 

The UE may be IPv6-only or dual stack and be assigned with an IPv6 prefix as well as an IPv4 address. The network may only provide IPv6 PDN connection to a UE. For example, there is a public IPv4 address pool for a PGW. When the addresses in the pool run out, new UEs are assigned with IPv6 prefixes. The key point is that the legacy IPv4 applications on the UE do not have to be modified in order to communicate with the remote servers. This scenario is envisioned to be quite common during IPv6 migration in view of the large amount IPv4 applications.
IPv4 applications on the UE are not required to be modified in order to communicate with remote servers. The applications run in the server may be IPv4 or IPv6.
5.4 Scenario 3: Dual Stack bearer with private IPv4 addresses
In this migration scenario an operator runs its network in dual stack mode, i.e., the UEs are assigned both an IPv6 and an IPv4 addresses to allow UEs to reach both IPv4 and IPv6 destinations during the transition phase to IPv6 (i.e., until all services can be reached by IPv6). However, due to the limited amount of public IP addresses available to the operator, the operator does not assign public IPv4 addresses to the UEs Therefore the operator assigns private IPv4 addresses to the UEs and uses NATs to provide access to the Internet. 

Nevertheless, in case more than 16 million UEs are active (i.e., have an active PDP context/EPS bearer) in the same network at the same time, the network will run out of private IPv4 addresses (as this exceeds the number of available private IPv4 addresses).

An option to solve this might lie in re-using the available private IPv4 address ranges by performing the above mentioned NAT function in the GGSNs/PDN-GWs and – by this – being able to reuse the available private IPv4 address ranges (e.g., the 10.0.0.0 – 10.255.255.255 range) per GGSN/PDN-GW instance.

However, in existing deployments the IPv4 address, which is assigned to UEs also serves as a means to identify customers in the operator’s network. This is for instance used for operator-provided services as well as for other systems, which analyze Internet IP traffic on the Gi interface for e.g. age verification reasons (as required by regulation in some countries).

The analysis of this scenario will encompass looking into ways of leveraging the approach of using dual stack with private IPv4 addresses as a transition method to IPv6, while maintaining the uniqueness of private IPv4 address within the operator’s network to enable maintaining its use as a means of identification.
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Annex A: Overview of Solutions for IPv6 Transition

A.1 Solution 1 – Dual-Stack Lite Architecture 

A.1.1 Solution 1 Description 

Dual-Stack Lite architecture [1] can be understood as IPv4 packets being encapsulated using either IPv6 or some L2 technology. The tunnel endpoint is usually the Carrier Grade NAT (CGN). Since the hosts are not provisioned with an IPv4 address, they have to self-generate their own IPv4 address from the private IPv4 address pool. Thus, these self-generated IPv4 addresses may overlap, and packets from different hosts may arrive to the CGN with the same private IP address. The CGN differentiates hosts with same private IPv4 address based on information provided by encapsulation technology. When packets are destined to the IPv4 Internet, CGN will act as a NAT. Several options exist for deploying DS-Lite. 

The encapsulation method can be chosen at least from the following set: 

· Plain IPv6: IPv4-in-IPv6 is the basic DS-Lite encapsulation scenario. In this scenario the UE encapsulates IPv4 packets into IPv6. The CGN can be a separate entity or integrated to e.g. PDN GW. Only an IPv6 bearer is needed. 

· GRE: When PMIP6 is used, the MAG can encapsulate IPv4 into GRE tunnel. CGN has to be implemented in LMA. No UE impact. A dual-Stack bearer is needed. 

· GTP: When GTP is used, PDN GW must implement CGN. No UE impact. A dual-Stack bearer is needed. 

· DSMIP6: The HA must implement CGN. Only an IPv6-bearer is needed. The UE must implement standard DSMIP6 support. 

There are also other encapsulation methods, such as L2TP, but those are not included in this study. 

The common feature of DS-lite is that all IPv4 communication from UEs will have to go through NAT functionality, even if traffic is destined to the operator’s own services (no hairpinning is possible, as there is no IPv4 address allocation). Consequently DS-lite is best suited for IPv4 Internet access by legacy applications, which are able to initiate communication and connections. In such a deployment scenario, the majority of new applications and operator services would be accessed with IPv6. 

A.1.1.1 Plain IPv6 encapsulation in 3GPP architecture 

When plain IPv6 encapsulation is used, DS-Lite can be deployed independently over existing 3GPP IPv6 access. The UE is required to be able to discover the CGN’s IPv6 address (for example by using stateless DHCPv6), and then to encapsulate IPv4-over-IPv6 to the CGN, which does the decapsulation and network address translation. The CGN can be a stand-alone entity, or integrated into the PDN GW. The CGN differentiates UEs with same IPv4 address based on their globally unique IPv6 address. When using IPv6 encapsulation, it is enough to establish IPv6-only bearers to between the UE and PDN GW.

Known issues: 

· MTU: to avoid fragmentation and dropped packets MTUs must be configured properly. For IPv6 communication, the UE will use the default MTU of the bearer or the MTU advertised in Router Advertisements, while for IPv4 communication, the UE will use an MTU of (IPv6_MTU-20) bytes. 

· Tunnelling overhead: an IPv6 header (128 bits) is added to each IPv4 packet
· IPv4 P2P communication: all IPv4 based communication, including P2P, must traverse through CGN 

· QoS: 3GPP TFTs are limited in such a way that it is not possible to differentiate traffic based on information in the inner headers of a tunnel 
Known benefits: 

· Simple UE side implementation 

· Can be deployed over existing 3GPP networks, with the known issues
A.1.1.2 GRE encapsulation 

When PMIP6 is used for network based mobility, it is possible for the LMA to use GRE identifiers to differentiate between UEs. The CGN function must reside in the LMA, as it is the only entity capable of differentiating between UEs having the same IPv4 address. The MAG will need to differentiate UEs with same IPv4 address by some other identifier (such as the default bearer id). UEs do not need to be modified, as they are provided with native dual-stack connectivity. When using GRE encapsulation, a dual-stack bearer (or two single stack bearers) needs to be established between UE and MAG

Known issues: 

· Requires support on the MAG and the LMA 

· Cannot be deployed into existing 3GPP networks 

· IPv4 P2P communication, all IPv4 based P2P communication must traverse through CGN 

Known benefits: 

· No UE changes mandated (but UEs may need to support some other encapsulation for other access technologies than 3GPP access) 

· Interworks with the existing QoS schemes.
· No tunneling overhead over the air interface
A.1.1.3 GTP encapsulation 

A special case is the GTP based solution, where the PDN GW implements CGN and differentiates UEs based on the TEID It allows allocation of the same IPv4 address for all hosts. When using GTP encapsulation, a dual-stack bearer (or two single stack bearers) needs to be established between UE and MAG

Known issues: 

· Requires support on the PDN GW 

· Cannot be deployed into existing 3GPP networks 

· IPv4 P2P communication, all IPv4 based P2P communication must traverse through CGN 

Known benefits: 

· No UE changes mandated (but UEs may need to support some other encapsulation for other access technologies) 

· Interworks with existing QoS schemes.
· No header overhead over the air interface

A.1.1.4 DSMIP6 

With DSMIP6, it is possible to provide session continuity during inter-technology handovers and at the same time provide an IPv6 transition solution. DSMIP6 can, by definition, always provide dual-stack connectivity independently of the address family of care-of address(es) obtained within the visited network. In case public IPv4 addresses are scarce, and private IPv4 address space is too small for ordinary IPv4 Network Address Translation to suffice, the DSMIP6 Home Agent could implement the CGN function and thus be able to allocate the same private IPv4 address for multiple UEs. A DSMIP6 HA behaving as a CGN can be seen as instance of Dual-Stack Lite architecture. 
Known issues: 

· Tunnelling overhead from the DSMIP6 header 

· IPv4 P2P communication, all IPv4 based P2P communication must traverse through a CGN 

Known benefits: 

· The UE does not need to implement anything special over standard DSMIP6 support 

· Can be deployed over existing 3GPP networks, with the known issues 
· QoS can be provided as currently. 

A.2 Solution 2 – A+P architecture 

A.2.1 Solution 2 Description 

The Address and Port, A+P, architecture is being discussed in IETF as a complementary solution to the DS-Lite architecture, see [2][3][4]. In an A+P environment, an UE is allocated a port-restricted public IPv4 address with limitation of which ports it is allowed to use. This allows the allocation of the same public IPv4 address to multiple UEs, as they all will use different sets of ports. By doing so, the need for having NAT functionality in the network disappears.
As the IPv4 address is shared among multiple hosts, A+P addresses can only be used in point-to-point links (not in shared medium) and routing must be based on both the IP address and the port number. The entity that routes IP packets based on the port number is called a Port Range router (PRR). 

The link between the UE and the PRR can use any of the encapsulation methods described above, i.e. IPv6, GRE, GTP and DSMIP6. 

As the UE has a limited set of portswhich it is allowed to use, the UE must be modified to use allowed ports only. This can be realized e.g. by modifying the applications to deal with shared addresses, or having an internal NAT within the UE which translates between a self-generated private IPv4 address shown to the internal applications and the port restricted public IPv4 address received from network. 

The hard-partitioning of the port space reduces the efficiency of the A+P architecture. Ports-ranges assigned to a UE are no longer available for other UEs – even if these ports are not used. In consequence, the efficiency of A+P wrt IPv4 address utilization is less than with a centralised NAT functionality.Known issues: 

· The UE needs to be modified to support A+P scheme 

· The gateway needs to forward not only based on IP address but based on address plus port. The network needs to implement PRR in similar places as CGN in the DS-Lite approach 
· The backend RADIUS system needs to be changed as subscribers can no longer be identified by IP address only, but by IP address and port
· In the IPv6 tunneling approach QoS differentiation between bearers cannot be provided easily 
· The solution works only with applications using transport protocols, which have concept of port numbers (such as UDP and TCP). There will be challenges with protocols which use plain IP.

· The solution sets restrictions to applications within in the UE, as the allocation of fixed port numbers becomes more complicated. 
Known benefits: 

· The UE has access to public IPv4 address, which simplifies the behavior for P2P applications such as VoIP. 

· Allows IPv4 lifetime extension if used with GTP/GRE 

· Legal requirements for tracing which traffic flow was originated from which UE is simpler than in CGN solutions, as the operator does not need to store each flow but only A+P allocation information 

· In GTP/GRE/DSMIP6 based solutions QoS can be provided 

A.3 Solution 3 – Protocol translation 

Translation of IPv6 communication to IPv4 communication, and vice versa, is one way of providing connectivity between IP address families, see [5][6][7][8]. If an UE would be strictly IPv6-only, it would be enough to have stateless or stateful NAT64 function in a network to provide access to IPv4-only destinations. However, as the UE is probably going to be running IPv4-only applications as well, a fully network based solution is not possible. 

A host based translation approach enables the usage of IPv4-only applications on a UE which only has IPv6 access connectivity. Essentially, the UE implements protocol translation from IPv4 to IPv6 (NAT46), and thus all communications sent by the UE is IPv6-only. An IPv6-to-IPv4 translation (NAT64) is needed in the network for those cases where the destination happens to be in IPv4-only domain. However, if the destination has IPv6-connectivity, only NAT46 translation is needed within the UE. 

Known issues: 

· Requires protocol translation implementation within the UE 

· ALGs are required in the UE to allow IPv4-embedding IPv4-only applications to communicate (such as FTP/SIP). 

Known benefits: 

· Direct point-to-point connectivity is possible, as IPv6 packets do not need to traverse via CGN 

· Allows IPv4-only applications to access IPv6-only destinations without any translation taking place within the network. 
· Less MTU problems due to the avoidance of a tunnel header 

· Can be deployed in current 3GPP networks/technologies, as 3GPP network would consider all traffic IPv6-only (IPv4 awareness is only at edges) 

· QoS can be provided as currently 
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