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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The scope of this Technical Report is to study:

-
The identification of impact areas of satellite integration in the 5GS, when considering TR 22.822 [2] use cases.

-
The identification of solutions to adjust the 5G system for the impact impacts areas for the reference use cases:

-
Roaming between terrestrial and satellite networks.

-
5G Fixed Backhaul between Satellite Enabled NR-RAN and the 5G Core.

-
The resolution of RAN & CN inter-related issues.

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TR 22.822: "Study on using satellite access in 5G".

[3]
3GPP TS 23.502: "Procedures for the 5G System (5GS)".

[4]
3GPP TS 38.413: "NG-RAN; NG Application Protocol (NGAP)".

[5]
3GPP TR 23.793: "Study on access traffic steering, switch and splitting support in the 5G system architecture".

3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

Abbreviation format (EW)

<ACRONYM>
<Explanation>

4
Reference Satellite Integration Scenarios and Architectural Assumptions
4.1
Satellite access class scenarios

4.1.1
Satellite and terrestrial access networks within a PLMN

A PLMN may have both terrestrial 3GPP access and satellite 3GPP access. In this scenario, separate N2 instances are handling separate access type nodes. However, the coverage of the satellite access network may span over the coverage of the terrestrial access network.
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Figure 4.1.1-1: Satellite and terrestrial 3GPP access networks within a PLMN - architecture (left) and coverage (right)

4.1.2
PLMNs with shared satellite access

A satellite access network is shared between multiple core networks in a 5G Multi-Operator Core Network (MOCN) sharing architecture. In this case, the shared satellite Radio Access Network broadcasts system information for both PLMNs whose core networks are available. These PLMNs may also be with different Mobile Country Codes (MCCs).
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Figure 4.1.2-1: Multi Operator Core Network sharing architecture with satellite radio access network architecture (left) and coverage (right)
4.1.3
Roaming and mobility between satellite only PLMN and terrestrial only PLMN

PLMNs are identified by a Mobile Country Code (MCC) and Mobile Network Code (MNC). Country codes that are actually country agnostic (90x) exist and have been on occasions assigned to satellite, air-aboard aircraft, maritime-aboard ships, Antarctica networks. Examples are Iridium - 90105, Thuraya 90106, etc.
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Figure 4.1.3-1: Roaming and mobility between satellite and terrestrial PLMNs - architecture (left) and coverage (right)

4.2
Satellite backhaul scenario

A satellite backhaul is used between the core and terrestrial access network providing a transport for the N1/N2/N3 reference points. The satellite coverage plays no role as the satellite system transparently carries the communication payload of the 3GPP reference points.
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Figure 4.2-1: 5G System with a satellite backhaul

4.3
Architectural assumptions
The following architectural assumptions are applied to all potential solutions:
-
The 5GC shall be able to identify UEs which are accessing via satellite 3GPP access.
5
Key Issues
5.1
Key Issue #1: Mobility management with large satellite coverage areas

5.1.1
General description

The coverage area of a PLMN is limited by the regulators of the HPLMN home country, and the terrestrial system is able to handle the partially overlapping coverage area of PLMNs of different countries at border areas.. Furthermore, the "country wide" network coverage consists from Cells which are grouped into Tracking Areas as part of the mobility management handling of UEs. In contrast, a satellite cell, or a satellite with a set of cells, as part of an access network, may span over multiple countries or a large part of the Earth and could be bigger than a complete terrestrial PLMN. These characteristics of satellite coverage are captured in Annex A. The 5G system mobility management has not been designed with an access network coverage of the size of a satellite system.. Furthermore, scenarios where a single PLMN has both satellite and terrestrial 3GPP radio access and mobility of a UE moving between these two access types should be possible.
The following points are expected to be studied within this key issue:

-
Whether existing Connection Management mechanism can be reused for a UE accessing 5GC via satellite 3GPP access?
-
How is UE reachability (paging) handled within the large satellite coverage area?

-
What is the relation between satellite coverage areas and the 5G system Tracking/Registration Area?
-   Whether a UE can access 5GC via satellite access and terrestrial access simultaneously? And how?
-
How does a UE select between satellite and terrestrial access within a PLMN?

-
How is idle mode mobility between satellite and terrestrial access performed?

-
How is connected mode mobility between satellite and terrestrial access performed?

5.2
Key Issue #2: Mobility Management with moving satellite coverage areas

5.2.1
General description

In the case when gNBs are onboard Non Geostationary satellites (i.e. NGSO OBP/ISL constellation as described in annex A of this Technical Report), the attached cells and tracking areas will be moving with the corresponding gNBs. There is thus, contrary to terrestrial access networks, a potential disconnect between geographical coverage, cell definition and tracking area and registration area definitions.

This may have some impact on functions that are associated to geographical areas, such as authorisation, billing, etc.
The following points are expected to be studied within this key issue:

-   Whether existing Connection Management mechanism can be reused for a UE accessing 5GC via satellite 3GPP access?
-
What are the functional impacts on the 5G CN when considering an satellite access with moving coverage areas and onboard gNBs?

-
What are the impacts on the definition and on the management of Tracking Areas and Registration Areas as well as on mobility management when considering an satellite access with mobile coverage areas and onboard gNBs?

-
What are the requirements on the satellite access with mobile coverage areas and onboard gNBs to limit the impact on the 5G CN and on the UE?

-
How is UE reachability (paging) handled in case of moving satellite access coverage areas and onboard gNBs?

-
What are the impacts to idle mode mobility with moving satellite coverage areas and onboard gNBs?

-
What are the impacts to connected mode mobility with moving satellite coverage areas and onboard gNBs?
-   Whether a UE can access 5GC via satellite access and terrestrial access simultaneously? And how?

5.3
Key Issue #3: Delay in satellite

5.3.1
General description

In satellite access, the one-way propagation delay between a UE and a satellite communication payload may range between 2 ms and 140 ms depending on the satellite altitude and the relative position of the UE with respect to the UE. Some delay values are given in Annex A, figure A.3-3. Furthermore, it is possible that in a constellation of non-geostationary satellites including Inter Satellite Links (ISLs), the delay between a UE and functional elements of the Core Network is increased depending on the actual location of the communication end-points, but also a function and mode of operation of the configuration of the NGSO Access Network.

-
Considering a scenario where a 5G System integrates a satellite access What are the impacts of delays in the satellite access on the 5G system in the Non Access Stratum (e.g, Session Management and Mobility Management procedures) noting that:

-
The propagation delay from between the UE and the access node can vary significantly (i.e. between 2 ms and 140 ms);

-
The propagation delay between a satellite access node and a core network can also vary significantly (from 2 msec to 140 of msecs).

-
What are the architectural assumptions on the 5G System to minimize the impacts on the NAS?

-
What are the requirements on the satellite access to minimize the impacts on the NAS, as well on the 5G System?
5.4
Key Issue #4: QoS with satellite access

5.4.1
General description
The introduction of a satellite access in the 5G system will induce a larger latency in the delivery of the information than in terrestrial cases due to the distance of the satellites above the surface of Earth.

The following points are expected to be studies in this key issue:

-
What are the impacts on the QoS of a 5GS when introducing a satellite access?

-
What are the functional nodes and procedures in the 5GS to be updated to take into account these impacts, if any?

5.5
Key Issue #5: QoS with satellite backhaul

5.5.1
General description
In cases where satellite connectivity is used as backhaul between terrestrial RAN nodes (e.g. at a remote location or in a moving platform such as airplane or ship) and terrestrial CN nodes (e.g. at a central location), this satellite connection may not be able to provide appropriate QoS for all flows. For instance, ultra-low latency (e.g. using 5QI = 81, with Packet Delay Budget of 5 ms) may be required but the satellite link may be a GEO (Geostationary Earth Orbit) satellite link with a typical one-way latency of at least 240 ms - 280 ms. (see Annex A of this Technical Report for typical propagation delays).

The following points are expected to be studied for this key issue.

-
What are the impacts on the 5G System QoS in case of using satellite backhaul?

-
What are the functional nodes and procedures in the 5GS to be updated to take into account these impacts, if any?
5.6
Key Issue #6: RAN mobility with NGSO regenerative-based satellite access
5.6.1
General description
Embarking RANs on-board moving NGSO satellites implies frequent handovers of these RANs for any given 5CN, as well as their interconnection through an Xn interface.

As NGSO satellites coverage span a large coverage, and can include a significant number of UEs, a large number of UE's could be simultaneously handed over from one RAN to another one, leading to a group handover of the anchor point be the RAN and the CN.

Under these circumstances, this key issue shall address the following points:

-
What are the conditions for a 5CN to handover from a RAN to another RAN?

-
What are the requirements on the Xn and on the NG interfaces to ensure the mobility of the RAN with respect to the 5CN?

-
What are the functional requirements on the 5CN and RAN to ensure the mobility of the RAN with respect to the CN?

Existing / proposed procedures from other topics should also be reviewed.
5.7
Key Issue #7: Multi connectivity with satellite access

5.7.1
General description
The introduction of satellite in the 5G system implies the need for the 5G CN to tackle different access capabilities such as propagation delays, coverage with respect to those than can be met for a terrestrial network.

In this context multi connectivity is defined as the capability for the 5G CN to establish, for a given UE simultaneous multiple sessions, each of these sessions taking the benefits of the characteristics (such as coverage, broadcast capability) of different 3GPP access networks (terrestrial and satellite), in the forward and/or return direction.
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Figure 5.7.1-1: Multi connectivity architecture with terrestrial, NGSO satellite and GEO satellite RANs
The following points are expected to be addressed in this key issue:

-
What are the impacts (if any) on the 5GS when introducing multi connectivity with satellite access?

-
Should impacts be identified, are there any similarities with respect to ATSSS described in TR 23.793 [5] that should be exploited?

-
Should impacts be identified, what are the functional nodes and procedures in the 5GS to be updated to take into account these impacts?

In particular, what are the impacts when considering the following scenarios:

-
A Geostationary-satellite access and a non-geostationary-satellite access.

-
A Geostationary-satellite access and a terrestrial access.

-
A non-geostationary-satellite access and a terrestrial access.

-
A non-geostationary-satellite access, and a terrestrial access.

-
A non-geostationary satellite access composed of multiple gNBs interconnected with each other via Xn interface over Inter Satellite Links.

The impacts on the Xn and NG interfaces should be assessed as well as the criteria for access network selection and handover.

Existing / proposed procedures from other topics should also be reviewed.
5.8
Key Issue #8: The role of satellite link in content distribution towards the edge
5.8.1
General description
Where a gNB is connected via transport layer that includes a satellite link there is the possibility to distribute content close to the edge.

The following point is expected to be addressed in this key issue:

-
Architecture implications so that content does not need to be sent over the satellite link multiple times.

-
This key issue does not address how content is distributed to the cache.

6
Solutions

6.1
Solution #1: Position-based and fixed TA Satellite Access

6.1.1
Description
A - Principle of the fixed TA's - Each of the Tracking Areas (TA's) is defined as an area that is fixed at the surface of Earth.. The shape and location of these TA's is defined by the operator of the satellite RAN. This is illustrated in Figure 6.1.1-1. In this particular example, TA #1 and TA #2 are defined with respect to the case of beam spots of a fixed (GEO) satellite system: for each of these TA's, a number of fixed beam spots are associated with a TA. On the same figure are shown (smaller) moving beam spots from a (LEO) moving satellite RAN. In this case, it does not impact the definition of TA's, as TA's are independent of moving spot spots.

This definition shall take into account the accuracy of the position estimate system used by the satellite access to locate the UE.
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Figure 6.1.1-1: Iillustration of the various areas to be considered in this solution. Fixed tracking areas, fixed satellite-beam spots, moving satellite-beam spots
B - Principle for the mobility registration update - the position of a UE in CM-IDLE and CM-CONNECTED modes would be estimated on a periodic basis. The UE position is used the following way.
Initialisation

The Satellite RAN operator defines a set of Earth-fixed Tracking Areas e.g. with the (lat., lon.) coordinates of their vertices.

Mobility

-
The position of the UE is estimated at switch-on and is used to select a tracking area and a registration area.

-
In CM-IDLE and CM-CONNECTED modes, the UE position is re-estimated at regular intervals.

-
If comparison to a TA/RA map shows that the new position is in a new tracking/registration area, a mobility registration update is triggered by the UE.

Editor's note:
The average UE position re-estimation period required for the solution in case of moving satellite should be documented in order to estimate the UE battery and RAN consumption.

Editor's note:
The UE position estimation and its use to trigger mobility procedure updates should be specified by RAN working groups.
Editor's note:
Aspects impacting RAN need to be investigated and analysed by RAN groups.
C - Principle for CN Paging - The 5GC still pages UE in CM-IDLE within the allocated Registration Area, i.e. a list of TAs. For TAs served by moving beam spots from non-GEO satellites, satellite RAN needs to identify which satellite(s) is serving the TAs and request the corresponding satellites to page the UE.
6.1.2
Procedures

Editor's note:
This clause captures impacts on existing 3GPP procedures.
6.1.3
Impacts on existing nodes and functionality
Editor's note:
This clause captures impacts on existing 3GPP nodes and functional elements.
6.1.4
Solution Evaluation

Editor's note:
This clause provides an evaluation of this solution.
6.2
Solution #2: Addition of new RAT type satellite
6.2.1
Description

This a solution for Key Issue 4: QoS with satellite access. The solution proposes to add a new value to the RAT Type attribute. The AMF will de determine the RAT Type from the Global RAN Node ID during the N2 setup. This RAT Type can be signalled towards the SMF to impose restriction on which QoS profiles can be used for PDU sessions going via the new RAT. The SMF needs to be able to handle this new RAT Type to know which QoS values should be excluded.
Next to the already defined values in TS 23.502 [3]:

-
E-UTRA.

-
NR.

We propose to add:

-
NR Sat Access.

As a new RAT Type to accommodate this solution.

Editor's note:
A new Global RAN Node ID needs to be defined TS 38.413 [4], but this is FFS.

6.2.2
Procedures

The AMF determines Access Type and RAT Type based on the Global RAN Node ID associated with the N2 interface.
During the UE requested PDU Session Establishment Procedure the AMF sends the RAT Type towards the SMF in a Nsmf_PDUSession_CreateSMContext Request in step 3 in figure 6.2.2-1.

In case of PCF deployment the PCF is notified via SM Policy Association Establishment procedure by the SMF. The SMF will invoke Npcf_SMPolicyControl_Create operation that carries the RAT Type information. The PCF will make a Policy decision and respond with a Npcf_SMPolicyControl_Create response which carries the policy information that contains the 5QI value that should be enforced by the SMF. For RAT Type: NR Sat Access, 5QI values that require low latency should not be considered in this response.

If the PCF is not deployed the SMF will according to local policy determine a QoS profile and 5QI value for this PDU session and communicate this in step 11. For RAT Type: NR Sat Access, 5QI values that require low latency should not be considered in this response.
In step 11 the SMF sends Namf_Communication_N1N2MessageTransfer which contains the N2 SM information that carries QoS profiles for the RAN.

In step 12 the AMF sends a N2 PDU Session Request towards the RAN over N2 and it contains the N2 SM information again.


[image: image9.emf]   

AMF   P C F   UDM   (R)AN   UE  

7 b.   SM  Policy   Association   Establishment   or  SMF initiated   SM    Policy   Association  Modification  

10 a .  N 4  Se ssion  Establishment /Modification   Request  

1.  PDU Session   Establishment  Request  

UPF  

SMF  

10 b .  N 4  Session Establishment /Modification   Response  

9 . SMF initiated SM Policy Association Modification  

1 1 .  Namf_Communication_N1N2MessageTransfer  

1 3 .  AN - specific resource setup   (PDU Session Establishment Accept)  

1 2 . N 2  PDU Session  Request   (NAS msg)  

1 4 . N 2  PDU Session  Request Ack  

1 5 . Nsmf _ PDUSession_ UpdateSM Context   Request  

1 6 a .  N 4  Session  Modification   Request  

1 6 b .  N 4  Se ssion  Modification   Response  

1 9 . IPv6 Address Configuration   

First Uplink Data   

First Downlink Data   

8 . UPF selection  

2. SMF selection  

1 7 . Ns mf_ PDUSession_ UpdateSM Context   Response  

7 a. PCF selection  

DN  

6 . PDU Session authentication/authorization  

3 .  Ns mf_ PDUSession_ CreateSMContext   Request  

4.  Registration/  Subscription retrieval / Subscription   for updates  

2 0 .  Unsubscription / Deregistration  

5 . Ns mf_PDUSessio n_CreateSMContext Response  

1 8 . Nsmf_ PDUSession _ SMContext Status Notify  

 

 


Figure 6.2.2-1: UE-requested PDU Session Establishment for non-roaming and roaming with local breakout. Figure from TS 23.502 [3] clause 4.3.2.2.1

6.2.3
Impacts on existing nodes and functionality

This new RAT type impacts the following functions:
-
AMF should be able determine this new RAT type from the Global RAN Node ID during N2 setup.

-
SMF should be able to handle this new RAT type to restrict certain 5QI values.

-
PCF should be able to handle this new RAT type to restrict certain 5QI values.

6.2.4
Solution evaluation

Editor's note:
Evaluation of this solution is FFS.
6.3.
Solution #3: Backhaul triggered QoS adaptation
6.3.1
Description

This a solution for Key Issue 3: QoS with satellite backhaul.

This solution is comprised of the following components:
-
UPFs are aware of QoS limitations of user plane connections attached to their end-points. For instance, a UPF may have a satellite connection to a gNB attached to its N3 interface. This connection could have a QoS limitation with respect to latency, i.e. the connection will have a minimum latency largely determined by the latency caused by the satellite connection. The awareness of the UPF may be pre-provisioned, or it may be dynamically determined, e.g. by monitoring the QoS properties of a connection. QoS limitations can sometimes change dynamically, e.g. because of fading of satellite connections. The dynamic determination of QoS limitations is left for implementation.

-
An SMF can become informed about the QoS limitation known by UPFs via the N4 interface before PDU Session Establishment or after PDU Session Establishment.

-
At PDU Session Establishment an SMF can use information about the QoS limitation of UPFs for the selection of UPFs and after selection of one or more UPFs the information can be used to adapt (if necessary) the initial choice of QoS Profile to be sent to the AMF and to the AN.

-
At PDU Session Modification an SMF can use the information about the QoS limitation of UPFs for the adaptation of UE requested QoS, or dynamically changing QoS limitation in the UPF can be a trigger for starting a QoS Update resulting in a PDU Session Modification.

6.3.2
Procedures

A UPF can inform an SMF about the QoS limitations of connections attached to its end-points via the N4 Node Level Procedures as described in TS 23.502 [3], clause 4.4.3. For instance the N4 Association Setup Procedure can be used: the information from the UPF can be provided in the N4 Association Setup Response (see figure 6.3.2-1).
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Figure 6.3.2-1: N4 association setup procedure

After an association the UPF can provide update to QoS limitations via the UPF initiated N4 Association Update Procedure in the N4 Association Update Request (see figure 6.3.2-2).
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Figure 6.3.2-2: UPF initiated N4 association update procedure
During the PDU Session Establishment Procedure the SMF can use the information on QoS limitations of UPFs during the selection of UPFs in step 8 in Figure 6.3.2-3 from TS 23.502 [3] clause 4.3.2.2. Depending on the chosen UPF(s) the SMF may adapt the QoS information (i.e. QFI(s), QoS Profile) sent to the AMF in step 11 and sent to (R)AN in step 12.
Editor's note:
When PCF is deployed the handling of QoS adaptation is FFS.
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Figure 6.3.2-3: UE-requested PDU Session Establishment for non-roaming and roaming with local breakout

During PDU Session Modification the SMF can use the information on QoS limitations of UPFs to adapt the UE requested QoS in step 1a in figure 6.3.2-4. Dynamically changed QoS limitations can also be used as a trigger for the UPF to let the SMF initiate a PDU Session Modification Procedure (see the new information flows 1f and 1g).
Editor's note:
When PCF is deployed the handling of QoS adaptation is FFS.
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Figure 6.3.2-4: UE or network requested PDU Session Modification (for non-roaming and roaming with local breakout)
1f.
(UPF initiated modification) The UPF initiates the PDU Session Modification procedure by the transmission of an N4 Association Update Request (QoS limitations list).

1g.
In case of UPF initiated modification, the SMF shall respond to the UPF with an N4 Association Update Response.

3b.
For SMF requested modification or UPF initiated modification, the SMF invokes Namf_Communication_N1N2MessageTransfer (N2 SM information (PDU Session ID, QFI(s), QoS Profile(s), Session-AMBR), N1 SM container (PDU Session Modification Command (PDU Session ID, QoS rule(s), QoS Flow level QoS parameters if needed for the QoS Flow(s) associated with the QoS rule(s), QoS rule operation and QoS Flow level QoS parameters operation, Session-AMBR))).


If the UE is in CM-IDLE state and an ATC is activated, the AMF updates and stores the UE context based on the Namf_Communication_N1N2MessageTransfer and steps 4, 5, 6 and 7 are skipped. When the UE is reachable e.g. when the UE enters CM-CONNECTED state, the AMF forwards the N1 message to synchronize the UE context with the UE.
6.3.3
Impacts on existing nodes and functionality

The solution has impact on:

-
UPF: this function is enhanced with information on QoS limitations of connections attached to its interfaces; QoS limitations can be minimum latency, maximum throughput, minimum packet error rate, etc.

-
SMF: this function is enhanced with functionality to obtain information on QoS limitations from UPFs, to choose UPFs based on QoS limitations, and to adapt QoS sent to AMF and (R)AN based on the information on QoS limitations;

6.3.4
Solution Evaluation

Editor's note:
Evaluation of this solution is FFS.

6.4 Solution #4 for Key Issue #7: Support of UP path switch between SAT RAN and TER RAN
6.4.1
General Description

As terrestrial network may have poor coverage in some areas, 5G system may also provide satellite access in those areas to promise service availability, especially for some real time services, e.g. IMS voice/video. Therefore, for a UE in the poor terrestrial network coverage, it shall be possible to simultaneously establish multi-connectivity with the 5G network via satellite access and terrestrial access to serve some real time services, so that the user data transmission can be switched from terrestrial access to satellite access if necessary.

If the satellite access and the terrestrial access are provided by same PLMN, then the UE can establish a multi-access PDU session as described in TR 23.793 [5].
NOTE:
The MA-PDU session defined in TR 23.793 [5] is to be extended to support UP connections being established over terrestrial access network and satellite access network.

The establishment of such MA-PDU session may have to be supported in case the satellite access and the terrestrial access are provided by different PLMNs
Editor's note:
Whether a UE is allowed to establish a MA-PDU session in different PLMNs and how are FFS.
While data transmission is on-going over the UP connection of a MA-PDU session, the UE or the network can activate another UP connection over another RAN under the following conditions:

-
Loss of coverage of terrestrial access;

-
Notification from RAN; or

-
SMF decision.
6.4.2
Procedures
6.4.2.1
Activating a MA-PDU session for path switching

If a UE is accessing 5GC via SAT RAN and TER RAN which are within same PLMN, the UE can establish a MAPDU session as described in TR 23.793 [5]. However, at same time, the UE may only activate UP connection over terrestrial access for data transmission.
While the data transmission via terrestrial access is on-going, if the radio coverage of terrestrial access becomes poor or even being lost, the UE or network can activate the PDU session over satellite access, and then switch the data traffic. 

The following figure 6.4.2.1-1 shows the procedure of activating the MA PDU session over different access.
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Figure 6.4.2.1-1: The missing title of the previous figure
1.
A UE established  a MA PDU session in SAT RAN and Terrestrial RAN respectively. Some time later, the UE moves into an area with poor terrestrial network coverage, which makes the data transmission via terrestrial RAN not applicable or not available. As the result, the terrestrial RAN may notify UE and/or SMF that the QoS requirements on data transmission can not be met, or release the AN resources for the UE due to radio link failure.

NOTE:
Step 1 is based on existing mechanisms.

2a.
In the case of RAN notification to UE, the UE determines whether to activate PDU session over satellite RAN. If yes, the UE initiates Service Request procedure via satellite RAN to activate the PDU session over satellite RAN. Once the PDU session over satellite access is activated, the SMF switches the data transmission path and the steps 2b-4 are not executed.

2b.
In the case of notification control or AN release, the SMF will be aware of the failure of data transmission via terrestrial RAN, then the SMF can request the UPF to release the N3 UP connection of the PDU session over terrestrial RAN and prepare to activate the PDU session over satellite RAN.

3.
The SMF sends N2 SM info containing UL CN tunnel info for satellite access to the AMF.

4.
The AMF receives the UL CN tunnel for satellite access and initiates Network Initiated Service Request procedure over satellite RAN. Once the PDU session over satellite access is activated, the SMF switches the data transmission path.
6.4.3
Impacts on existing nodes and functionality
Editor's note:
This clause captures impacts on existing 3GPP nodes and functional elements.

6.4.4
Solution Evaluation

Editor's note:
This clause provides an evaluation of this solution.

6.5
Solution #5: QoS control for satellite backhaul scenario
6.5.1
Description

This solution applies to Key Issue 5 - QoS with satellite backhaul.

For the scenario that satellite connectivity is used as backhaul between AN and CN nodes, after the non-UE associated NG Setup procedure, AMF can be aware of the satellite connection between AN and CN nodes.

Editor's note:
The non-UE associated NG Setup procedure is not changed, how can AMF be aware of the satellite backhaul is by implementation, e.g. by RAN Node ID/Name, by the supported TA(s) of AN, operator pre-configuration, etc.

When AMF knows the UE access network through an AN which using the satellite backhaul. AMF provides the satellite backhaul related information to the SMF. 
Editor's note:
The detail of the satellite backhaul related information provided by AMF to SMF is FFS. For example, it could be backhaul delay, the satellite category /identifier, RAN Node ID/Name, etc.

SMF may check the consistency of the DNN/S-NSSAI and the satellite backhaul related information, for example, if the DNN/S-NSSAI is only used for some specific low latency service that anyhow the satellite backhaul can't meet the requirements, SMF rejects the PDU Session Establishment procedure. Otherwise, SMF takes the satellite backhaul related information into account for QoS parameters decision. If PCC is deployed, SMF provides the information about backhaul to PCF for QoS related policy decision, e.g. PCF may use the information about backhaul to decide whether a request from AF is acceptable or not.
Editor's note:
Whether the information about backhaul SMF provided to PCF is the same parameter as the satellite backhaul related information SMF received from AMF is FFS.

6.5.2
Procedures

The non-UE associated NG Setup procedure as described in TS 38.413 [4], clause 8.7.1 is not changed. After this procedure, the Node level N2 interface is setup successfully, AMF is aware of the satellite connectivity between AN and the core network. 
During The PDU session establishment procedure as described in TS 23.502 [3], clause 4.3.2.2, AMF provides the satellite backhaul related information to SMF. If PCC is deployed, SMF further provides the information about backhaul to PCF for QoS related policy decision. Figure 6.X.2-2 shows the PDU session establishment procedure.
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Figure 6.5.2-1: PDU session establishment procedure

Comparing to the existing PDU Session Establishment procedure, the difference is as following:

Step3: AMF provides the satellite backhaul related information to SMF. SMF may check the consistency of the DNN/S-NSSAI and the satellite backhaul related information, for example, if the DNN/S-NSSAI is only used for some specific low latency service that anyhow the satellite backhaul can't meet the requirements, SMF rejects the PDU Session Establishment procedure.
Step7b or Step9: SMF provides the information about backhaul to PCF.

PCF takes the information about backhaul into account for the policy decisions.
Editor's note:
Whether new standardized 5QI(s) should be introduced is FFS. For dynamically assigned 5QI, the CN part of the PDB may need to be provided together with other QoS characteristics of the 5QI.
6.5.3
Impacts on existing nodes and functionality
The following nodes are impacted:

-
AMF

-
Provides the satellite backhaul related information to SMF in the PDU Session Establishment procedure.

-
SMF:

-
Checks the consistency of the DNN/S-NSSAI and the satellite backhaul related information to decide whether proceed with the PDU Session Establishment procedure.

-
Provides the information about backhaul to PCF for QoS related policy decision.

-
PCF:

-
Taking the information about backhaul into account for the policy decisions.

6.5.4
Solution Evaluation

Editor's note:
This clause provides an evaluation of this solution.
6.X
Solution #X: <Solution Title>
6.X.1
Description

Editor's note:
This clause will describe the solution principles and architecture assumptions issue(s). Sub-clause(s) may be added to capture details.

6.X.2
Procedures

Editor's note:
This clause describes services and related procedures for the solution.
6.X.3
Impacts on existing nodes and functionality
Editor's note:
This clause captures impacts on existing 3GPP nodes and functional elements.

6.X.4
Solution Evaluation

Editor's note:
This clause provides an evaluation of this solution.
7
Overall Evaluation
Editor's note:
This clause will provide evaluation of different solutions.
8
Conclusions

Editor's note:
This clause will list conclusions that have been agreed during the course of the study item activities.
Annex A:
Characteristics of satellite systems

A.1
General

This annex describes the main characteristics of satellite systems when considering their integration with the 5G system.

A.2
Class of orbit
On the one hand, our planet attracts as a main body the much smaller satellite, which motion is dictated as a consequence by the laws of Kepler. On the other hand, the environment of Earth can be also constraining: the higher density of the atmosphere, debris from launchers and former satellites in the lower altitudes, as well as higher energy particles trapped in the Van Allen belts between 2000 and 8000 km's altitudes are to be avoided. These two constraints contribute to defining several classes of orbits that are used for communication satellites:

-
Geostationary (GEO) satellites, located precisely in the plane of the Equator at an altitude of 35 786 km, these satellites rotate at the same rate as the Earth's rotation: a GEO satellite stands still with respect to Earth. Thanks to this property, a single GEO satellite is sufficient to create a continuous coverage.
-
Non-Geostationary Orbiting (NGSO) satellites: NGSO satellites do not stand still with respect to Earth. Should service continuity be required over time, a number of satellites (a constellation) is required to meet this requirement; the lower the altitude the higher the number of satellites


Different classes of NGSO satellites are listed below:

-
Low-Earth Orbiting (LEO) satellites, with altitude ranging 500 km and 2000 km, and with inclination angle of the orbital plane ranging from 0 to more than 90 degrees. These constellations are placed above the International Space Station and debris, and below the first Van Allen belt.

-
Medium-Earth Orbiting (MEO) satellites, with altitude ranging from 8000 to 20,000 km. The inclination angle of the orbital plane ranges from 0 to more than 90 degrees. These constellations are placed above the Van Allen belts.

-
Highly-Eccentric Orbiting (HEO) satellites, with a range of operational altitudes (the orbit of such satellites being designed for the spacecraft to be exploited when the vehicle is closer to its apogee - the higher part of the orbit -) between 7,000 km and more than 45,000 km. The inclination angle is selected so as to compensate, completely or partially, the relative motion of Earth with respect to the orbital plane, allowing the satellite to cover successively different parts of Northern land masses (e.g. Western Europe, North America, and Northern Asia).

[image: image16.jpg]HEO

MEO

GEO -

. planet Earth




Figure A.2-1: Illustration of the classes of orbits of satellites

A.3
Geometrical coverage of satellite and propagation delay
As depicted in the following figure, the theoretical geometrical coverage of a satellite is associated to its altitude and the minimum elevation angle under which the satellite is seen by the UE above the horizon.
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Figure A.3-1: Illustration of the geometrical coverage of a satellite

The following figure illustrates the geometrical coverage for a LEO satellite and for geostationary-satellites:
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Figure A.3-2: Illustration of the geometrical coverage of a LEO satellite and of GEO satellites

The following tables provide elevation, distance and geometrical coverage related figures for different classes of satellites:
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Figure A.3-3: Geometrical coverage radius, propagation distance and delay for different orbits

NOTE:
The above figure provides only examples, some designers may decide to select lower altitudes as this contribute lowering  the propagation delay.
The following table illustrates the number of satellites that are necessary for a constellation of satellites to provide continuous coverage for an elevation angle ranging from 5 to 10 degrees. Global coverage may not be fully achieved for MEO or GEO satellite, however in this case the vast majority of the world population is covered.
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Figure A.3-4: Illustration of number satellites in a constellation for continuous Earth coverage

A.4
Type of satellite communication payloads
Communication payloads embarked on-board a satellite are of two main categories, for any type of satellite (whether GEO or NGSO):
-
Transparent payloads: the electromagnetic wave that are transmitted from Earth surface are converted by a satellite receive antenna into an electric signal which is channel filtered and amplified by low-noise amplifier (LNA). The signal is then frequency converted. A high power amplifier (HPA) delivers finally the signal to a transmitting antenna generating a re conditioned electromagnetic wave towards the Earth surface where receive station are located.

-
Regenerative payloads: an On-Board Processor (OBP), is inserted between the LNA and the HPA. This OBP allows to convert the air interface between the uplink (from Earth to satellite) and the down link (from satellite to Earth). It allows to correct bits or packet in errors before retransmitting them, or to route packet between beams. Ultimately any network function can be implemented, as the expense of power and mass, thanks to an OBP (including gNB CU's or DU's, or a any function attached to a CN).

-
Inter-Satellite Links (ISL): can also interconnect regenerative satellite payloads. Through ISL's satellites can be interconnected through a dedicated mesh-network.

A.5
Handovers
While a UE would stand still, hand overs from one satellite to another satellite could be imposed by the motion of NGSO satellite in a constellation, whilst GEO would stand still with respect to Earth.
The average rate of hand over for a single UE would depend on the actual altitude of spacecrafts in a constellations. Typical values for LEO are in the order of 10 minutes.

Not all UE's would be handed over simultaneously.

Editor's note:
The definition of handover has to be precised.

A.6
Air interfaces
Air interfaces can include:

-
3GPP defined air interfaces, such as the New Radio;

-
Non-3GPP defined air interfaces

Unless otherwise indicated, 3GPP NR will be assumed in this Technical Report.
A.7
General considerations on the use of satellite networks
In relation to the coverage associate with Non-Geostationary Satellite Networks, or Geostationary-Satellite ones, the use of satellite networks is related to:

-
The complement of terrestrial networks where these terrestrial networks are not available, permanently for physically (maritime or aeronautical constraints) or economic reasons, or for temporary reasons associated to local a unavailability of a terrestrial of network (drought, Earth quake) or local overload of the demand;

-
Satellite networks can be used for broadcast over large areas of a same content, for multicast (with acknowledge of delivery of content), for unicast;

-
Use cases are related to the actual of altitude of the satellite platforms and the associated delay of propagation.

Annex B:
Architecture Models for Satellite Integration in 5GS
B.1
Elementary satellite network architecture

The physical implementation of a satellite network architecture can always be sketched as displayed in the following figure:
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Figure B.1-1: Reference Satellite Access Network Architecture

A satellite network is always composed of:

-
One, or more, satellite(s), embarking a telecommunication payload.

-
Satellite enabled UEs, such as IoT devices, broadband vehicular or fixed terminals.

-
A Hub, including an RF Earth station, and a data centre including (co-located or not) RAN and CN related functions. The hub is also interconnected to (a) data network(s).

-
UEs interconnected to the hub through the satellite.

B.2
Reference architecture with satellite enabled NR-RAN

The following figure depicts a reference architecture for a direct access with a satellite enabled NR-RAN (see below):
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Figure B.2-1: 5GS with Satellite enabled NR-RAN

Knowing the possible nature of satellite payloads (transparent or re-generative), the instantiation of this architecture can have several forms:

In a first implementation, the satellite is transparent, the NR signals are generated from gNB's from a satellite enabled NR-RAN that are located on ground. The satellite is equivalent to a Radio Frequency (RF) Remote Unit, and is full transparent to the New Radio protocols, including the physical layer (see below).
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Figure B.2-2: 5GS with transparent satellite enabled NR-RAN

In a second implementation, the satellite is regenerative. The satellite payload implements a gNB-DU as part of a satellite enabled NR-RAN. Some of the protocols of the NR are processed by the satellite. A Satellite Radio Interface (SRI) transports the F1 protocol between the on-ground CU and the on-board DU (it can be the NR (see below)).
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Figure B.2-3: 5GS with regenerative satellite enabled NR-RAN and distributed gNB

In a third implementation, the satellite is regenerative. The satellite payload implements a full gNB supporting a satellite enabled NR-RAN. A Satellite Radio Interface (SRI) transports the N1/N2/N3 interfaces between the on-ground 5G CN and the on-board gNB-CU (see below).
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Figure B.2-4: 5GS with regenerative satellite enabled NR-RAN and on-board gNB

One can note that with a regenerative implementation (either with distributed gNB or not) a 5GS can have a global coverage, providing a single 5G CN with global or regional (continental or sub-continental) coverage as well. This is valid for GEO or LEO (see below):
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Figure B.2-5: 5GS with regenerative satellite enabled NR-RAN, with ISL for regional or global coverage

Another configuration (see below) may consist in satellites each embarking a gNB supporting a satellite enabled NR-RAN, and 5G CN's accessing these gNB's, as described in the following figure, where specific (or not) satellite radio interfaces are used to handle control and user planes:
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Figure B.2-6: 5GS with regenerative satellite enabled NR-RAN, with ISL & multiple 5G CN connectivity
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