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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

1
Scope

The present document covers Critical Communications. The main areas where the 3GPP system falls short in meeting the requirements of Critical Communications is latency, reliability, and availability. These requirements can be met with an improved radio interface, optimised architecture, and dedicated core and radio resources. Other requirements having emerged in TR 22.891, such, as, high bandwidth, high connection density, low complexity, low power consumption, and massive number of devices, are often irrelevant for these use cases.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TR 22.891: "Feasibility Study on New Services and Markets Technology Enablers; Stage 1".

3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

example: text used to clarify abstract rules by applying them literally.

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

<ACRONYM>
<Explanation>

4
Overview

The objective of this study is to develop use cases and identify potential service and operational requirements to enable 3GPP network operators to support Critical Communications. The following use case families have been identified in TR 22.891 in the area of Critical Communications

-
Higher reliability and lower latency

-
Higher reliability, higher availability and lower latency

-
Very low latency

-
Higher accuracy positioning

5
Use cases families
5.1
Higher reliability and lower latency
5.1.1
Description

5.1.2
Traffic scenarios
5.1.2.1
Industrial Factory Automation
Factory automation requires communications for closed-loop control applications. Examples for such applications are robot manufacturing, round-table production, machine tools, packaging and printing machines. In these applications, a controller interacts with large number of sensors and actuators (up to 300), typically confined to a rather small manufacturing unit (e.g., 10 m x 10 m x 3 m). The resulting sensor/actuator density is often very high (up to 1/m3). Many of such manufacturing units may have to be supported within close proximity within a factory (e.g., up to 100 in assembly line production, car industry).

In the closed-loop control application, the controller periodically submits instructions to a set of sensor/actuator devices, which return a response within a cycle time. The messages, referred to as telegrams, typically have small size (<50 bytes). The cycle time ranges between 2 and 20 ms setting stringent latency constraints on to telegram forwarding (<1 ms to10 ms). Additional constraints on isochronous telegram delivery add tight constraints on jitter (10-100 s). Transport is also subject to stringent reliability requirements measured by the fraction of events where the cycle time could not be met (<10-9). In addition, sensor/actuator power consumption is often critical.
Traditionally closed-loop control applications rely on wired connections using proprietary or standardized field bus technologies. Often, sliding contacts or inductive mechanisms are used to interconnect to moving sensor/actuator devices (robot arms, printer heads, etc.). Further, the high spatial density of sensors poses challenges to wiring.

WSAN-FA, which has been derived from ABB’s proprietary WISA technology and builds on top of 802.15.1 (Bluetooth), is a wireless air interface specification that is targeted at this use case. WSAN-FA claims to reliably meet latency targets below 10-15 ms with a residual error rate of <10-9. WSAN-FA uses the unlicensed ISM 2.4 band and is therefore vulnerable to in-band interference from other unlicensed technologies (WiFi, ZigBee, etc.).
Editor's note: Add references to or definitions for WSAN-FA, WISA, 802.15.1, ISM 2.4, and ZigBee.
To meet the stringent requirements of closed-loop factory automation, the following considerations may have to be taken:

-
Limitation to short range communications between controller and sensors/actuators.

-
Allocation of licensed spectrum for closed-loop control operations. Licensed spectrum may further be used as a complement to unlicensed spectrum, e.g., to enhance reliability.

-
Reservation of dedicated air-interface resources for each link.

-
Combining of multiple diversity techniques to approach the high reliability target within stringent latency constraints such as frequency, antenna, and various forms of spatial diversity, e.g., via relaying
-
Utilizing OTA time synchronization to satisfy jitter constraints for isochronous operation.

-
Network access security used in an industrial factory deployment is provided and managed by the factory owner with its ID management, authentication, confidentiality and integrity.

A typical industrial closed-loop control application is based on individual control events. Each closed-loop control event consists of a downlink transaction followed by an synchronous uplink transaction both of which are executed within a cycle time, Tcycle. Control events within a manufacturing unit may have to occur isochronously.

1.
Controller requests from sensor to take a measurement (or from actuator to conduct actuation).

2.
Sensor sends measurement information (or acknowledges actuation) to controller.
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Figure 5.1.2.1.1: Communication Path for Isochronous Control Cycles within Factory Units

Figure 5.1.2.1.1 depicts how communication will occur in factory automation. In this use case, communication is confined to local controller-to-sensor/actuator interaction within each manufacturing unit. Repeaters may provide spatial diversity to enhance reliability.
5.1.2.2
Industrial Process Automation
Process automation requires communications for supervisory and open-loop control applications, process monitoring and tracking operations on field level inside an industrial plant. In these applications, a large number of sensors (~10,000) that are distributed over the plant forward measurement data to process controllers on a periodic or event-driven base. Traditionally, wireline field bus technologies have been used to interconnect sensors and control equipment. Due to the sizable extension of the plant (~10 km2), the large number of sensors and the high deployment complexity of wired infrastructure, wireless solution have made inroads into industrial process automation. Presently, high growth rates are expected in the migration from wireline to wireless solutions for industrial process manufacturing.

The use case requires support of a large number of sensor devices (10,000) per plant as well as highly reliable transport (packet loss rate <10-5). Further, power consumption is critical since most sensor devices are battery-powered with a targeted battery lifetimes of several years while providing measurement updates every few seconds. Also, range becomes a critical factor due to the low transmit power levels of the sensors, the large size of the plant and the high reliability requirements on transport. Latency requirements typically range between 100 ms and 1 s. Data rates can be rather low since each transaction typically comprises less than 100 bytes.

The existing wireless technologies (e.g., WirelessHART and ISA100.11a) rely on unlicensed technologies (802.15.4) operating in the ISM 2.4 band. Transport is therefore vulnerable to interference caused by other technologies (e.g., Wi-Fi, Bluetooth). This sensitivity can be more significant given the low transmit power level of the sensors. With the stringent requirements on transport reliability, such interference is detrimental to proper operation.

Editor's note: Add references to or definitions for WirelessHART, ISA100.11a, 802.15.4, WISA, 802.15.1, and ISM 2.4.
The use of licensed spectrum could overcome the vulnerability to same-band interference and therefore enable higher reliability. Utilization of licensed spectrum can be confined to those events where high interference bursts in unlicensed bands jeopardizes reliability and latency constraints. This allows sharing the licensed spectrum between process automation and conventional mobile services.

Further, multi-hop topologies can provide range extension and mesh topologies can increase reliability through path redundancy. Time synchronization will be highly beneficial since it enables more power-efficient sensor operation and mesh forwarding.

A typical process control application supports downstream and upstream flows between process controllers and sensors/actuators which consist of individual transactions. The process controller resides in the plant network. This network interconnects via basestations to the wireless (mesh-) network which hosts the sensor/actuator devices. Typically, each transaction uses less than 100 bytes. A controller-initiated transaction creates the following service flow:

1.
The process controller requests from sensor to take a measurement (or from actuator to conduct actuation). The request is forwarded via the plant network and the wireless mesh to the sensors/actuators.

2.
The sensors/actuators processes the request and sends a replay in upstream direction to the controller. This reply may contain an acknowledgement or a measurement reading.

A sensor/actuator device initiated transaction creates the following service flow:

1.
The sensor sends measurement reading to the process controller. The request is forwarded via the wireless mesh and the plant network.

2.
The process controller may send an acknowledgement in opposite direction.

For both controller- and sensor/actuator-initiated service flows, upstream and downstream transactions usually occur asynchronously.
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Figure 5.1.2.2.1: Communication path for service flows between process controllers and sensor/actuator devices

Figure 5.1.2.2.1 depicts how communication will occur in process automation. In this use case, communication runs between process controller and sensor/actuator device via the plant network and the wireless mesh network. The wireless mesh may also support access for handheld devices for supervisory control or process monitoring purposes.
5.1.2.3
Ultra-reliable communications
In order to enable certain services related to ultra-reliable communications, a minimum level of reliability and latency is required to guarantee the user experience or enable the service initially. This is especially important in areas like eHealth or for critical infrastructure communications.

Mission critical communication services require preferential handling compared to normal telecommunication services, e.g., in support of police or fire brigade.
Examples of mission critical services include:

-
Industrial control systems (from sensor to actuator, very low latency for some applications)

-
Mobile Health Care, remote monitoring, diagnosis and treatment (high rates and availability)

-
Real time control of vehicles, road traffic, accident prevention (location, vector, context, low Round Trip Time RTT)

-
Wide area monitoring and control systems for smart grids

-
Communication of a critical information with preferential handling for public safety scenarios.
Overall, mission critical services are expected to require significant improvements in end-to-end latency, ubiquity, security, robustness, availability, and reliability compared to UMTS, LTE, and WiFi.
Table 5.1.2.3.1: Example mission critical use cases
	Sample use case
	Description
	Critical requirements

	Substation protection and control
	Automates fault detection and isolation to prevent large scale power outage

For example, Merging Units (MUs) perform periodic measurements of power system components, and send sampled measurement data to a Protection Relay. When the Protection Relay detects a fault, it sends signals to trip circuit breakers
	• Latency: as low as 1 ms end-to-end
• Packet loss rate: as low as 10-4
• Transmission frequency: 80 samples/cycle for protection applications. 256 samples/cycle for quality analysis and recording

• Data rate: ~12.5 Mbps per MU at 256 samples/cycle

• Range: provide coverage to the substation

	Smart grid system with distributed sensors and management
	A smart grid system aims at improving the efficiency of energy distribution and requires prompt reaction in reconfiguring the smart grid network in response to unforeseen events
	Performance requirements are derived from EC FP7 project METIS Deliverable D.1.1:

• Throughput: from 200 to 1521 bytes reliably delivered in 8 ms
• One trip time latency between any two communicating points should be less than 8 ms for event-triggered message that may occur anytime
• Device density

-- dense urban hundreds of UEs per km2
-- urban around 15 UEs per km2
-- populated rural max 1 UE per km2

	Public Safety
	Operation of first responders in case of fire or other kind of emergency situation
	Public Safety requires preferential handling of its traffic


Editor's note: Add references to EC FP7 project METIS.
5.1.3
Potential requirements
The 3GPP system shall support cycle times of [1 ms to 2 ms.] Within the cycle time, both uplink and downlink transactions must be executed. Additional margin is needed for the sensor/actuator to process the request.

Editor's note: Add justification for the performance values. Give a value for "additional margin".
Transaction jitter should be [below 10 s]

Editor's note: Add justification for the performance values.
Reliability, measured as the fractions of transactions that cannot meet the latency or jitter constraints, should remain [below 10-9]

Editor's note: Add justification for the performance values. Meeting 10-9 in an optical fibre is challenging. Meeting it with a 10 s jitter on the radio sounds impossible.
Each transaction should support a payload of 50 to 100 bytes

Editor's note: Clarify the requirement.
For factory automation, required range is up to [10-20 m]

Editor's note: Clarify the requirement: is this the distance between devices, device and base station, distance from device to server (for low latency) or something else?
All transactions should be sufficiently integrity and confidentiality protected.

Editor's note: Clarify the requirement: what is "sufficient"?
NOTE:
The above requirements are for end-to-end performance, defined as communications sent by source and communication received by target.

Editor's note: Clarify the NOTE, or, rather, add it to relevant requirements: is end-to-end relevant for the range, too?
The 3GPP system shall support industrial factory deployment where network access security is provided and managed by the factory owner with its ID management, authentication, confidentiality and integrity.

Editor's note: Clarify the requirement: are factory IDs used in addition to or together with 3GPP identities?
The 3GPP system shall support an authentication process that can handle alternative authentication methods with different types of credentials to allow for different deployment scenarios such as industrial factory automation.
Editor's note: Clarify the requirement: does the authentication cover both protocols and identities?
The 3GPP system shall support [10,000 sensor nodes within an area of 10 km2].
Editor's note: This is not a very challenging requirement.
Reliability for the transport of transactions, measured as the fractions of packet losses, should remain [below 10-5].
Editor's note: Clarify the requirement: which transport is meant? Compare to an earlier requirement, requiring 10-9 subject to latency and jitter constraints and 10-5 without them is contradictory.
The 3GPP system shall support a [transaction latency of 50-100 ms], defined as the overall cycle time between a sensor reading and action from process controller.

Editor's note: Compare to an earlier requirement, requiring 50-100 ms here and 1-2 ms is contradictory.
The 3GPP system shall allow a battery powered sensor lifetime of multiple years while enabling a transaction rate of one every few seconds.
Transactions should be sufficiently integrity- and confidentiality-protected.

Editor's note: Clarify the requirement: what is "sufficient"?
NOTE:
The above requirements are for end to end performance, defined as communications sent by source and communication received by target.
Editor's note: Clarify the NOTE, or, rather, add it to relevant requirements: is end-to-end relevant for the battery power, too?
The 3GPP system shall support efficient multiplexing of mission critical traffic and nominal traffic.

Editor's note: Clarify the requirements: what is "efficient multiplexing"?
The 3GPP system shall limit the duration of service interruption for mission critical traffic.

Editor's note: Clarify the requirements: this should apply to regular traffic, too.
The 3GPP system shall support improved reliability and latency as defined in table 5.1.2.3.1.

Editor's note: Do not use references but copy relevant values to the potential requirements.
Subject to regional regulatory requirements, the 3GPP system shall support a mechanism to provide end-to-end integrity and confidentiality protection for user data,

Editor's note: 3GPP system supports this already.
The 3GPP system shall provide significant improvements in end-to-end latency, ubiquity, security, availability, and reliability compared to UMTS, EPS, and Wi-Fi.
Editor's note: Clarify the requirements: what is "significant"? Define ubiquity.
5.2
Higher reliability, higher availability and lower latency
5.2.1
Description

5.2.2
Traffic scenarios

5.2.2.1
Traffic scenario 1 title

5.2.2.2
Traffic scenario 2 title

5.2.2.x
Traffic scenario x title

5.2.3
Potential requirements

5.3
Very low latency
5.3.1
Description

5.3.2
Traffic scenarios

5.3.2.1
Extreme real-time communications and the tactile internet
As mentioned in the NGMN 5G whitepaper [2] and WID for SMARTER, “extreme real-time communications” present tight requirements for communications networks. Another term to describe extreme real-time applications is the “tactile internet” as described by Gerhard Fettweis. Tactile Internet applications require extremely low latency and high reliability and security.

Examples of extreme real-time communications include:
-
Truly immersive, proximal cloud driven virtual reality

-
Remote control of vehicles and robots, real-time control of flying and driving things

-
Remote health care, monitoring, diagnosis, treatment, surgery.

Target 1 ms delay implies endpoints must be physically close. Maximum distance between endpoints depends on delay budget per link.
5.3.2.2
Traffic scenario 2 title

5.3.2.x
Traffic scenario x title

5.2.3
Potential requirements
The 3GPP system shall support 1 ms one-way delay between mobile devices and devices in the nearby Internet.
Editor's note: Add justification for the performance values. Define "nearby Internet".
5.4
Higher accuracy positioning
5.4.1
Description

Next generation high accuracy positioning will require the level of accuracy less than [1 m] in more than [95 %] of service area, including indoor, outdoor and urban environment. Specifically, network based positioning in three-dimensional space should be supported with accuracy from [10 m] to [<1 m] at [80 %] of occasions, and better than [1 m] for indoor deployments [2].

Editor's note: The accuracy requirements are incomplete or contradictory.
High accuracy positioning service in 5G network should be supported in areas of traffic roads, tunnel, underground car-park or indoor environment. The figure below provides an example of network supporting high accuracy positioning.
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Figure 5.4.1: An example of network supporting high accuracy positioning

In some critical communication event e.g., in a situation where first aid personnel cannot arrive promptly to the scene of an emergency, UAV (unmanned aerial vehicle) or UAV team with higher accuracy position capability supported by the 3GPP network can improves delivery efficiency.

And consider the cases of warehouse, package delivery system, supplies registry, or equipment tracker, each item being tracked also need report its position to a tracking application.
5.4.2
Traffic scenarios
In the scenario presented below, it is assumed that positioning nodes are coordinated with enhanced cellular communication base stations to form a carrier-grade telecommunication and positioning network. For example, vehicles are navigating using the enhanced positioning signal transmitted by the next-generation base stations. Since the vehicles are guided along the invisible lanes marked by the positioning signal, there is no painted line, crosswalk line or even traffic lights in the intersection. However, in the driver vision the information of driveway, safety marks, pedestrians, and other objects are clearly shown through augmented reality windshield display.
5.4.2.1
Higher accuracy positioning outdoor with high speed moving
Jack rides on an autonomous driving vehicle A and goes to a large shopping mall. At the intersection of a city surrounded by high-rise buildings, another vehicle B is approaching with a speed of 60 km/h. The two vehicles are aware of the potential crash since the coarse location information was exchanged using V2X communication. The vehicles schedule the course, speed, and passing order at the intersection in millisecond unit.

Before the vehicles meet at the intersection, the vehicles start measuring the location in 1 m accuracy at every 100 ms and exchange the information via V2V communication. The vehicles constantly calculate the course and adjust the speed. At the crossing point, the two vehicles safely pass the intersection at the time difference of 1 s, which is only 17 m gap in the vehicle speed of 60 km/h.

A fast-moving car can move up to 200 km/h. When a 3GPP system is used to control their movement, the time to determine their position and the reaction time must be short to avoid collisions with its surroundings.

The positioning can rely on the 3GPP system completely, partly, or not at all, but the action based on the position must be acted upon fast. If we assume that the required accuracy for car's position equal or less than 1 m, the two-way delay for positioning is 10-15 ms.
5.4.2.2
Higher accuracy positioning with low speed moving(including indoor and outdoor)
Jack’s vehicle drives into a large shopping mall with maximum speed limit 20 km/h or 30 km/h and finds a parking place in underground parking lot. With a location-based service, nearby available parking places can be precisely located with the accuracy <1 m.
When Jack walks around in the shopping mall, he can get instantaneously multimedia discounts information of specific shop pushed by 3GPP network.

After finish shopping, Jack can get his car’s precise location with the location based service. And the recommended route from his location to the car helps him find his car.
5.4.2.3
Higher accuracy positioning for low altitude UAV in critical condition
UAV (unmanned aerial vehicle) will be widely used for delivery of packages (e.g., A company plans to use UAVs to deliver goods), which improves delivery efficiency. In a situation where first aid personnel cannot arrive promptly to the scene of an emergency, UAVs could be used to collect video information on site and deliver emergency equipment. And the UAV in flight also sends back position information and other data from its carried sensor to the manipulator simultaneously. Assisted by real-time image and information sent back by UAV, manipulator at the console controls the UAV remotely flying through complex terrain and landing at the exact site where the accident happens.

UAV's local vehicle collaboration can act as a mobile sensor network to autonomously execute sensing tasks in uncertain and dynamic environments while being controlled by a single user. Accuracy in sensing tasks is increased when deploying a team of UAVs versus just one as there are multiple vantage points using multiple sensors. Examples of uses for deploying a team of UAVs include:
-
Searching for an intruder or suspect

-
Continual monitoring of natural disasters
-
Performing autonomous mapping

-
Collaborative manipulation of an object (e.g., picking up corners of a net or picking up a log)
5.4.2.4
Higher accuracy positioning for mIoT
Consider the case of a warehouse, package delivery system, supplies registry, or equipment tracker. Each item being tracked would need a periodic identification indication communicated to a tracking application. A sensor would be associated (e.g., physically attached) with each item. Sensors may be manually or automatically activated when they are associated to the item. Upon activation, each sensor identifies itself with the network and registers with the sensor monitoring service or application. The communication from each sensor would need to be reliable but not necessarily of high priority. Communication would be predominately uplink, although some downlink acknowledgements and commands may be sent. The tracking devices would below complexity, low powered, battery-powered sensors. Further, the sensors configuration may vary from stationary and dense (e.g., in a warehouse) to wide-spread and mobile but locally dense (e.g., delivery trucks). The sensor should support multiple radio access technologies to ensure reachability as it crosses access coverage boundaries, e.g., from the warehouse to the delivery truck to the delivery location.
5.4.3
Potential requirements
The 3GPP system shall support higher accuracy location capability less than [3 m] at [80%] of occasions

Editor's note: Add justification for the performance values. This requirement contradicts the traffic scenario.
-
In for services requiring a lower position accuracy (e.g., deliver dense packages from a warehouse to a delivery truck then to a delivery location), the 3GPP system should support high positioning accuracy (e.g., 0.5 m) in both outdoor and indoor, along with high density of the location tracing devices up to (e.g., 1 million devices per km2), and high mobility at minimum of 100 km/h.
Editor's note: Add justification for the performance values. Clarify why "lower position accuracy" requires higher accuracy than the first requirement. Give an upper limit for the speed.
NOTE:

[80%] of occasions means the probability of achieving the accuracy in total sampling.

Editor's note: Clarify the NOTE: what is "total sampling".
The 3GPP system shall support location estimation of UE in less than [10] seconds when the information is requested by user.
The 3GPP system shall support different configuration for accuracy according to different service requirements.

Power consumption due to the continuous use of positioning service shall be minimized.

The 3GPP system shall support co-existence with legacy 3GPP positioning service and migration to higher accuracy positioning service.
6
Considerations

6.1
Considerations on security

Text to be provided.

6.2
Considerations on charging
Text to be provided.

7
Consolidation of Potential Requirements

Text to be provided.

8
Conclusion and Recommendations

Text to be provided.
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