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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

This clause is optional. If it exists, it is always the second unnumbered clause.

1
Scope

Editor's note:
This clause will describe the work scope of this TR.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
ETSI ES 202 706: "Environmental Engineering (EE); Measurement method for power consumption and energy efficiency of wireless access network equipment".

[3]
ETSI ES 203 228 V1.1.4: "Environmental Engineering (EE); Assessment of mobile network energy efficiency".

[4]
ETSI ES 201 554: "Measurement method for Energy efficiency of Mobile Core network and Radio Access Control equipment".

[5]
3GPP TR 22.891: "Feasibility Study on New Services and Markets Technology Enablers - Enhanced Mobile Broadband".
[6]
3GPP TR 38.913: "Study on Scenarios and Requirements for Next Generation Access Technologies".
[7]
NGMN 5G White Paper v1.0.
[8]
European Commission's 5G PPP "5G Vision", Feb. 2015. www.5g-ppp.eu.

[9]
3GPP TR 23.799: "Study on Architecture for Next Generation System".
[10]
3GPP TS 28.500: "Telecommunication management; Concept, architecture and requirements for mobile networks that include virtualized network functions".
[11]
3GPP TS 28.510: "Telecommunication management; Configuration Management (CM) for mobile networks that include virtualized network functions; Requirements".
[12]
ETSI GS NFV-INF 005 v1.1.1 (2014-12): "Network Functions Virtualization (NFV); Infrastructure; Network Domain".
[13]
ETSI GS NFV-INF 004 v1.1.1 (2015-12): "Network Functions Virtualization (NFV): Infrastructure; Hypervisor Domain".
[14]
ITU-T G.984: "Gigabit-capable passive optical networks (G-PON)".
[15]
ITU-T G.987: "10-Gigabit-capable passive optical networks (XG‑PON)".
[16]
ITU-T G.9807: "10-Gigabit-capable symmetric passive optical network (XGS-PON) (still pending  publication)".
[17]
ITU-T G.989: "40-Gigabit-capable passive optical networks (NG-PON2)".
[18]
BBCoC v5: "Code of Conduct on Energy Consumption of Broadband Equipment  Version 5.0".
[19]
3GPP TS 32.101: "Telecommunication management; Principles and high level requirements".

[20]
ETSI ES 202 336-1: "Environmental Engineering (EE); Monitoring and control interface for infrastructure equipment (power, cooling and building environment systems used in telecommunication networks); Part 1: Generic Interface".

[21]
ETSI ES 202 336-12: "Environmental Engineering (EE); Monitoring and control interface for infrastructure equipment (power, cooling and building environment systems used in telecommunication networks); Part 12: ICT equipment power, energy and environmental parameters monitoring information model".

3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

ANI
Access Network Interface

CBU
Cellular Backhaul Unit

CoE
Class of Energy

CPRI
Common Public Radio Interface

DSL
Digital Subscriber Loop

EE
Energy EfficiencyFSAN
Full Service Access Network

FTTB
Fibre To The Building

FTTH
Fibre To The Home

FTTO
Fibre To The Office

FTTW
Fibre To the Wireless

HGU
Home Gateway Unit
KPI
Key Performance Indicator

MDU
Multi-Dwelling Unite (pure residential)

OA
Optinal Access

OBSAI
Open Base Station Architecture Initiative

OLT
Optical Line Terminal (CO side)

ONU
Optical Network Unit (User side)

PON
Passive Optical Network

Pt2Pt
Poit to Point

RAN
Radio Access Netwrok

SFP
Small From Pluggable

SFU
Single Family Unit

SNI
Service Node Interface
QoE
Quality of Experience

QoS
Quality of Service

UNI
User Network Interface

4
3GPP System Energy Efficiency Requirements and Principles
4.1
High Level Requirements
Editor's note:
This clause will document high-level architectural requirements that guide the architecture study.
-
System-wide Energy Efficiency Key Performance Indicator (EE KPI) for both LTE/EPC Evolution and Next Generation Mobile System/5G shall be defined with references to the standard specifications in other SDO's such as ETSI.

-
Energy Efficiency shall be considered in architecture and functions, in 3GPP standards including LTE/EPC evolution and Next Generation Mobile Systems/5G.

-
3GPP standards should support energy saving control to maximize energy efficiency under different network loads varying from zero to fully loaded network conditions.

-
3GPP Standards shall aim to ensure that enhancements of standard functions to increase the system capacity and coverage improve energy efficiency.

-
Energy efficiency control and the associated management (statistics collection, monitoring, and report etc) should not adversely affect the system capacity and performance as well as the QoE/QoS.

-
In order to provide a holistic view of energy efficiency, this study may consider aspects such as extending the operation conditions, e.g. larger ranges of temperature and humidity in equipment rooms (i.e. the operation conditions in which performance and equipment life duration are not affected) to reduce power consumption due to air conditioning.

4.2
Architectural Requirements

Editor's note:
This clause will document the identified architecture requirements during the study.
-
The architecture definition and evolution should consider supporting energy saving capabilities.

-
energy saving at three levels: network, site and equipment should be enabled.

-
System-wide energy saving standards should consider the coexistence of multi-radio access technologies 2G/3G/4G and NextGen New Radio as well as non-3GPP accesses to improve energy efficiency.

-
Resource sharing and network collaborations shall be allowed and necessary enhancements be made to improve energy efficiency.

-
Energy saving operations in different network nodes/sub-systems (e.g. base stations, backhaul networks, core network, backbone as well as UE's) shall be enabled in a coordinated manner.

4.3
Functional Requirements

Editor's note:
This clause will document the identified functional requirements during the study.

-
Energy efficiency control and the associated management (statistics collection, monitoring, and report etc) should not adversely affect the system capacity and performance as well as the QoE/QoS.

-
The energy efficiency control may be localized to a specific network entity and limited to a set of functions to achieve an energy saving target.

-
Balance between distributed and centralized energy efficiency control operations should be made to avoid extra network complexity and signalling.

-
Energy efficiency control activation/deactivation should be performed under the control of operators' policy such as the QoE/QoS, network capacity and coverage, the targeted energy saving KPI, the deployment scenarios (dense urban, urban, hotspot, indoor, rural areas), network load, traffic density, types of services.

-
The extra complexity and signalling to enable energy efficiency control shall be minimized.

4.4
The Energy Efficiency Control Principles

Editor's note:
This clause will document the identified control principles to improve energy efficiency.

-
Leverage, when possible or applicable (e.g. for UEs in networks supporting Dual connectivity) the separation of control plane and user plane traffic (e.g. carried over separate bearers or even network elements/entities) to enhance energy efficiency by enabling separate handling of signalling traffic from data traffic e.g. signalling traffic on long-range low-bandwidth transmission on macro cells while user data on short distance and high-throughput transmission such as small cells.

-
Consider applying separate energy efficiency improvement mechanisms in consideration of the different traffic profiles, patterns , network/link load and deployment scenarios (dense urban/urban/hotspot/indoor/rural).

-
Leverage simplification of control functions such as access control, session, mobility/handover, location management etc to reduce signalling traffic to improve energy efficiency.

-
Consider "On-demand" power saving y by enabling energy saving operations such as switch off or enabling "energy saving mode" (e.g. sleep mode) of those "redundant" network nodes with no or low data traffic load.

-
Dynamic Management of "Energy" Resource:

-
Classification of Energy Efficiency (CoE) levels and association of CoE with services types of traffic (common channel signalling, data session management signalling, user data etc), network functions/components and deployment scenarios.

-
On-demand allocation of "energy" depending on the network status (deployment scenarios network capacity and load conditions , data vs. signalling traffic, and the energy consumption status) and the user status (traffic/connection density, services/applications.

-
Operators Policies Control based on CoE: allocate network resources based on QoS and CoE, e.g. macro cell for less stringent CoE traffic such as common control signalling traffic (broadcast channels, synchronization signals) and small cells for session management signalling traffic and data traffic.

-
Synchronize and coordinate the energy saving operations in different network nodes/sub-systems (e.g. base stations, backhaul networks, core network, backbone).

5
Key Issues

5.1
Energy Efficiency KPI Definitions

5.1.1
Description

Editor's note:
This clause will describe the energy efficiency KPIs.

The energy efficiency KPIs definition applies to packet switched network only. It includes the measurements of both Energy Consumption (EC) and Energy Efficiency. EE and EC are measured at RAN and system wide level including during a predefined time intervals such daily, weekly, monthly and yearly. Energy Efficiency should be evaluated at least in coverage limited environments (Rural) and capacity limited environments (Dense Urban/Urban/Hot Spot/Hot Zone) and both coverage and capacity limited environments such as indoor.

The goal of these KPIs is to measure network wide energy consumption and derive the related energy efficiency and as such describe how to synthesize system wide values based on nodal, functional, or subsystem energy consumption measurements. The derivations of these specific parameters, e.g. Vl, ECl, coverage area as shown in the definitions of the energy efficiency KPIs below are not part of this study but expected to be addressed elsewhere within 3GPP or other organizations.

NOTE:
The use of EE KPI for benchmarking is out of the scope of the study.

5.1.2
Definitions

Editor's note:
This clause will provide the definitions of energy efficiency KPIs.

The energy efficiency per each deployment scenario i with a load level of l is defined as:
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Where:

EEscenario is calculated per deployment scenario: the sum of traffic load points over the Energy Consumption weighted by ai in consideration of the traffic load per each scenario. The traffic load measurement points with their corresponding weight for each traffic load point depend on the location of the system-wide EE control and measurement and network configurations.

Editor's note:
The detailed descriptions of scenarios are FFS.

As an example, the traffic load measurement can be performed over the reference point between the based station and the core network such as S1 per those areas covered by each of MME and the corresponding SGW(s) in LTE/EPC and SGi between the core network and the external public data network for the total amount of traffic load supported by the E.

Vl (in Mbps): the aggregated throughput served in the simulated or measured area for traffic level l, or equivalently served traffic volume divided by the simulation or measurement period. E.g. per each targeted area or deployment scenario at a load level l = x%, Vl is calculated as the peak target traffic throughput multiplied by x%. For example, the Vl with load level of 10% is calculated to be total network or node capacity multiplied by 0.1

ECl (in Watt): sum of the average power consumption of all nodes in the simulated or the measurement area under the load level l: the weight for load level l; For example, For RAN Equipment Energy Efficiency testing (ETSI ES 202 706 [2]) three load levels can be taken into account: 10%, 30% and 50% (ETSI ES 202 706 [2]), the weight can be calculated, based on a daily traffic model, as:

-
= 6/24 for 10% Load,

-
= 10/24 for 30% Load ,

-
= 8/24 for 50% Load.

The total energy efficiency for the whole system including all the targeted scenarios is defined as:
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Where:

EEglobal is calculated as the sum of the EEscenario per each deployment scenario multiplied by the corresponding weight, bi, for each deployment scenario.

bi
is determined by summing the "rural/suburban" weights for the coverage-limited scenario and the "urban/dense urban" weights for the capacity-limited scenario.

Editor's note:
The calculation of is FFS.

To complement the definition and measurement EE KPI per specific throughput during the measurement interval, it is also useful to consider the size of the area covered by a network and the corresponding energy efficiency (ETSI ES 202 706 [2]):
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coverage area (in m² (ETSI ES 203 228 [3]) or Sq.km (ETSI ES 202 706 [2])) is the size of the area covered by the network in deployment scenario i.

ECi (in Watt ETSI ES 202 706  [2] or J/Y ETSI ES 203 228  [3]) is sum of the average power consumption of all nodes in the simulated or the measurement area under the scenario i.

Ci
is the weight to be applied to each of the measured energy efficiency per each of the network deployment scenario by taking into account of the size of coverage per the deployment scenario, and the relevance of the deployment scenario to the total power consumption of a network, e.g. the percentage of total power consumptions in dense urban versus rural area.

Editor note:
The calculation of Ci is FFS.

The energy efficiency measurement and  assessment for CS domain and services should consider ETSI EE 202 706 [2] for lab test, ES 203 228[3] for field assessment and ES 201 554 [4]for equipment  based on the energy efficiency related information such as traffic profiles, the number of subscribers,  data sheet, etc.
The energy efficiency measurement and assessment for packet switched domain is consistent with the above ETSI specifications.  In addition, it has considered inclusions of different deployment scenarios' contribution to the total system energy efficiency by applying different weighting factors which are described in sub-clause 5.1.3.
5.1.3
Deployment Scenarios

Editor's note:
This clause will describe the deployment scenarios to be considered in measuring energy efficiency KPI.
5.1.3.1 
The general description

The deployment scenarios are described in terms of

-
Coverage.

-
traffic density.

-
connection density.

The general definition of a deployment scenario is not restricted to any specific technical solutions to provide the required coverage and the traffic density.

Coverage:

The coverage is the geographic area where the network or a network node such as a base station can communicate with the mobile devices with the required (minimum) QoS/QoE.

For coverage per base station, it is defined to be the Maximum Coupling Loss (MCL) in uplink and downlink between a device and the Base Station site (antenna connector(s)) for a specific data rate target. The coupling loss is defined as the total long-term channel loss over the link between the UE antenna ports and the eNodeB antenna ports, and includes in practice antenna gains, path loss, shadowing and penetration loss, body loss, etc.
-
UL MCL = UL Max Tx power - eNB Sensitivity

-
DL MCL = DL Max Tx power - UE Sensitivity

In the following description, the coverage is described in Inter Site Distance (ISD)to represents the maximum distance between base stations in a given area where the QoE such as the minimum bit rate  and service continuity is guaranteed.

For air-bone access such as ground to air, cell range is used to describe coverage.

Traffic Density & Connection Density

The traffic density is defined as the data volumes or the  aggregates of average bit rates for all the active devices (e.g. in CONNECTED mode) per unit of area. The connection density is defined to be the number of connections or devices in connected mode per unit of area. For example, a scenario of enhanced mobile broadband services for NextGen 3GPP system have the following requirements of the traffic and connection density, see TR 22.891 [5];

-
For devices with pedestrians (up to 10 kmph) and urban vehicles (up to 60 kmph), the 3GPP system shall support the aggregate traffic volume in the area at least the level of Tbps/ km2 with 200-2500 / km2 connection density.

-
For mobile broadband such as live video, the 3GPP system shall support a UL of 50 Mbps and DL of 300 Mbps with 200-2500 /km2 connection density.

The potential deployment scenarios are described with the typical parameters related to the  EE KPI assessment e.g. deciding the relative importance of each of the scenarios to the total system power consumption and subsequent the calculation of the weight factors associated with each of the scenarios in the global EE KPI calculation.
5.1.3.2
 The possible deployment scenarios

The following table shows the descriptions of the possible deployment scenarios for next generation 3GPP systems in references to TR 22.891 [5], TR 38.913 [6], NGMN 5G White Paper [7] European Commission's 5G PPP "5G Vision" [8]. It includes the typical Inter Site Distance (ISD), the Traffic/Connection Density and the antennas elements for UE and Base Stations to be considered in assessing the system-wide ( EEglobal) power consumption and energy efficiency.
Table 5.1.3.2-1 Deployment Scenarios for NextGen

	Deployment Scenarios
	Descriptions
	Inter Site Distance (ISD)/Cell Range

(max)
	Traffic/Connection Density

(max)
	UE/BS Antenna Elements/Carrier Frequency (Note 1)

	Dense urban
	Areas  covered by macro cells (or TRPs: Transmission Reception Point) with/without micro cells (or TRPs) such as city centres, commercial zones, transport hubs such as train stations etc with devices moving at a speed of a pedestrian (<10 kmph) or a urban vehicle (<60 kmph).
	Typical

Macro ~ 200 m.

Micro: three TRPs.
	 10 to 20 users per cell/TRP. Other densities FFS.

eMBB:

DL rate of 300Mbps and UL rate of 50Mbps per connection in 200-2500 /km2 connection density.
	UE:

Up to 32 Tx and Rx antenna elements (~30 GHz)

Up to 8 Tx and Rx antenna elements (~ 4GHz)

BS:
Up to 256 Tx and Rx antenna elements (~30 GHz or ~4 GHz))

	Urban macro
	Areas covered by large cells (using macro TRPs) with continuous and ubiquitous coverage e.g. in large urban residential areas, public parks, 
	Typical ~ 500 m.
	 10 users per cell/TRP

Guaranteed (DL) data rate up to 100 Mbps
	UE:

Up to 32 Tx and Rx antenna elements (~ 30 GHz)
Up to 8 Tx and Rx antenna elements (~ 4GHz)
BS:

Up to 256 Tx and Rx antenna elements (~ 30 GHz or ~ 4GHz or 2 GHz)

	Urban Coverage for Massive Connection
	Areas covered  by large cells for continuous and ubiquitous for high connection density such as IoT  devices. 
	macro only

 ~ 1732m,

 ~ 500 m
	 200k devices (NGMN) ~ 1m devices (5GPPP)/km2
	UE:

1 Tx (700 MHz, 2.1 GHz option)

BS:

2 Tx and 4 Rx ports (8 Rx ports as optional)

	Indoor Hotspot
	Areas with small  coverage size per cell (or TRP) and high traffic and connection density requiring consistent user experiences such as stadiums, shopping malls, exhibition centres, large office buildings, etc.
	Typical  ~ 20 m.
	10 users per cell/TRP
	UE:

Up to 32 Tx and Rx antenna elements (~ 30 GHz or ~ 70 GHz)

Up to 8 Tx and Rx antenna elements  (~ 4GHz)

BS:

Up to 256 Tx and Rx antenna elements (~ 30 GHz, or ~ 70 GHz, or ~ 4 GHz

	Rural


	Areas  covered by macro cells (or RTPs) with large and continuous coverage supporting high speed vehicles (< 120 kmph)
	ISD  ~ 5000m or 1732 m.
	10 user per cell (TRP)
	UE:

Up to 8 Tx and Rx antenna elements (~ 4GHz)

Up to 4 Tx and Rx antenna elements (~ 700 MHz)

BS:

Up to 256 Tx and Rx antenna elements (~ 4 GHz)

Up to 64 Tx and Rx antenna elements ( ~ 700 MHz)

	High Speed
	Dedicated areas covered  by cells (or TRPs) for high speed moving vehicles ( 500 kmph)  supporting consistent user experiences such as high speed train tracks where an antenna of relay node for eNB-to-Relay can be on top of the moving vehicle. 
	~ 1732m between RRH sites/2 TRP per RRH ( ~ 4 GHz) & between BBU sites/ 3RRH per BBU/ 1 TRP per RRH (~ 30 GHz).

Inter RRH site distance:  580m, 580 m, 572 m

~ 25 m ( small cells in carriages)

 
	300 UE per macro cell/TRP (assuming 1000 passengers per high-speed train at the speed of 500 kmph and at least 10% activity ratio)

Supporting 500 active users at the same time.
	UE:

Up to 32 Tx and Rx antenna elements (~ 30 GHz)

Up to 8 Tx and Rx antenna elements (~ 4GHz)

Relay:

Tx/Rx: Up to 256 antenna elements
Relay Node: TBD

BS:

Up to 256 Tx and Rx antenna elements (~ 30 GHz, ~ 4 GHz, ~2 GHz)

	Extreme long distance coverage in low density areas
	Areas covered by some large macro cells with limited data  throughput and voice services  , e.g. Low ARPU regions, wilderness, areas where only highways are located. max DL data rate of 2Mbps for stationary devices and 384 kbps for moving devices.
	100 km (150 km – 300 km in some scenarios
	Low user density ~ 16 users/km2
	

	Highway Scenario
	Coverage to support medium (30 kmph) high-speed moving vehicles (100 – 250 kmph). The key requirements are reliability/availability with mobility (fast handovers).
	macro cell: ~ 1732m,

500 m (optional)

Inter-Road Site Unit (RSU): 50 m
	50 messages/sec
	UE:

RSU Tx: Up to 8 Tx

RSU Rx: Up to 8 Rx

Vehicle Tx: Up to 8 Tx

Vehicle Rx: Up to 8 Rx

(~ 6GHz)

BS:

Tx: Up to 256 Tx

Rx: Up to 256 Rx

	Urban Grid for Connected Car
	Largely urban areas with highly densely deployed vehicles.  The key requirements are reliability/availability/latency in high network load and high UE density scenarios
	macro cell:

~ 500m
	Average inter-vehicle (between two vehicles' centre in the same lane) 1sec * average vehicle speed  (average speed 15 – 120kmph)
Pedestrian/bicycle dropping: average distance between UEs is 20m

Vehicle density:

Average inter-vehicle distance in the same lane is 2.5 sec * absolute vehicle speed. Baseline: The same density/speed in all the lanes in one simulation
	UE:

Vehicle Tx: Up to 8 Tx

Vehicle Rx: Up to 8 Rx
Pedestrian/bicycle Tx: Up to 8 Tx
Pedestrian/bicycle Rx: Up to 8 Rx

RSU Tx: Up to 8 Tx

RSU Rx: Up to 8 Rx

~ 6 GHz

BS:

Tx: Up to 256 Tx

Rx: Up to 256 Rx

	Commercial Air to Ground scenario  
	Large areas with "coverage/connection" to passenger aircrafts for mobile service provisioning for humans and machines  with moderate data rate and voice services  excl. air bone base stations.
	macro cell:   ~100 km

Relay: < 80 km
	UE speed: Up to 1000 kmph

Altitude: Up to 15 km
	BS to Relay: < 4 GHz

Relay to UE: TBD

	Light aircraft scenario
	Very large areas to support  humans and machines services (limited data & voice)  with moderate user throughput and low user density on board  general aviation aircrafts such as helicopters and small air plans without air-bone relay or base stations.
	macro cell:

~ 100 km
	End user density in aircraft: < 6 users

UE (per aircraft)  speed: < 370kmph
Altitude: < 3km
	 < 4 GHz

	Satellite extension to Terrestrial
	Areas  covered by macro cells (or TRPs: Transmission Reception Point) with/without micro cells (or TRPs) such as city centres, commercial zones, transport hubs such as train stations etc with devices moving at a speed of a pedestrian (<10 kmph) or a urban vehicle (<60 kmph).
	
	Sparsely distrusted and outdoor only.
	Carrier Frequency < 4 GHz,

Bandwidth: 40 MHz

	NOTE 1:
The lists of UE and Base Station Antenna Elements are only examples for considerations in EE and power consumption control in RAN which will be covered in the RAN study, TR 38.913 [6].


5.1.3.3
The considerations for calculating the parameters, bi  and ci, for global system EE KPI

The value to be selected for bi per each deployment scenario may need to make the following considerations;

The  relative weight in proportion to power consumption:
bi is calculated as the percentage of power consumption per each deployment scenario out of the total power consumption of the global system (including all the deployment scenarios).


bi  = EC scenario i /∑ l EC scenario l
The power consumption EC scenario l can be calculated as the total sum of the power consumptions per each scenario i.
The relative value of the weigh parameters gives considerations on the power consumption status for each scenario.

The relative weight in proportion to traffic load/density:
In consideration of the direct association of achievable energy efficiency with the traffic load/density of  network equipment or domain,  it may also be necessary to calculate the weight value to reflect the traffic volume/density for a given scenario.  In this case, the weighting value,  bi and ci , are calculated as the percentage of  the traffic load ( the traffic/connection density) per each deployment scenario  out of the total traffic load of the global system.

For example, the achievable energy consumption  optimisation gain (the difference between  the cases with/without  energy optimisation applied)   from a dense urban area can be much less  than that in a rural area. However, it can't be claimed that the dense urban scenario is less energy efficient than the rural area.


bi  = V scenario i /∑ l V scenario l

This can be used for comparisons of energy efficiency between two systems that are designed to support different traffic/connection densities ,e.g. dense urban for eMBB vs. urban for mIoT.

The relative weight in proportion to connection density:
In some situations where network load is measured in connection density (DoC: Density of Connections),  it is appropriate to calculate the weighting values,  bi and  ci as a proportion of the connection density  per each scenario to the total aggregate connection density of the global system including all the deployed scenarios.


bi  = DoC scenario i /∑ l DoC scenario l

The even weight:
All scenarios are given the same weight in terms of their contributions (or implications) to the energy efficiency of the global system.


bi  = 1//∑ l scenario l
As an example,  for an operator who have deployed all above listed  12 scenarios, the bi and ci should be calculated as 1/12.

Compared to the first three weight calculations, the even weight method assigns the same weigh for all deployed scenarios and thus does not reflect the differences in energy consumption, traffic load or coverage for each scenario. Therefore, it may allow a direct comparison of the global energy efficiency between two systems that deploy different scenarios, e.g. a system covering largely dense urban or urban areas vs a system largely covering indoor hotpot and rural areas.
The weighting values for non-deployed scenarios:
A global system may not deploy all the listed scenarios.  The weighting values for those non-deployed scenarios should adopt zero.


bi = 0

The value to be selected for ci per each deployment scenario may need to make the following considerations;
The relative weight in proportion to coverage:
In consideration of differences in the required power by the base station to cover a specific geographic areas with the guarantee of minimum QoS/QoE , it is useful to consider the energy efficiency in association with size of the coverage.


ci  = Coverage scenario i / System Total Coverage

This can be used for comparisons of energy efficiency between two systems that targets at different geographic areas such as WiFi hotspots vs rural coverage.
The even weight:
All scenarios are given the same weight in terms of their contributions (or implications) to the energy efficiency of the global system.


ci  = 1//∑ l scenario l
The weighting values for non-deployed scenarios:
A global system may not deploy all the listed scenarios.  The weighting values for those non-deployed scenarios should adopt zero.


ci = 0

5.1.4
Network Loads

Editor's note:
This clause will describe the network loads conditions to be considered in measuring energy efficiency KPI.

5.1
Key Issue 1 - The Energy Efficiency Control Framework
5.1.1
Description

Editor's note:
This clause will describe the key issue X

Power saving control is widely distributed in different network deployments, equipment and sites in various locations. Coupled with the implementations of some proprietary energy measurement and control mechanisms, this adds complexity and inconsistency to the energy efficiency management. There is also lack of systematic control and coordinated actions of power saving control operations in different network equipment and sites, which puts further constraints to the maximization of energy efficiency.  In addition, new enhancements are being introduced to the existing networks and new technological advances with architectural changes such as NextGen are being studied to support more advanced functions and wider varieties of services. This will present not only new opportunities for operators by adopting innovative technologies such network softerization, virtualization and slicing but also challenges in managing different generations of the mobile networks, each of which features very different network functions and thus different requirements to energy efficiency control.
Therefore, it is necessary to investigate whether it is possible and advantageous to define an Energy Efficiency Control Framework to identify and describe the key common energy efficiency control functions and the control sequences. This is to facilitate system wide coordinated power saving operations to maximize energy efficiency gains with minimum dependencies on the migrations and changes of network functions and architectures.

They key tasks for the EE Control Framework should include but are not limited to:

-
The key common energy efficiency control functions and the control procedures.

-
Use cases and potential solutions under the energy efficiency control framework with consideration of supporting innovative network virtualization/softwareization technologies, new network architecture and functions enhancements and migrations.

-
Assessments and comparisons of the potential solutions and development of the standard recommendations for the relevant WG's.

5.2
Key Issue 2 - Coordinated Energy Saving between RAN resources and other subsystems

5.x.1
Descriptions

To maximize energy efficiency, it is necessary to investigate the feasibility of coordinating the power saving control in the RAN resources with the power saving control of other subsystems pertaining to the operational environment of the RAN (e.g. network links).

As an example, ITU-T recommendation series G.984 [14], G.987 [15], G.9807 [16] & G.989 [17] describing Passive Optical network (PON) systems and some Point to point optical fibre links   define different link rates combinations of 2.4/1.2 Gbit/s, 10/2.5Gbit/s, 10/10Gbit/s & n*10/10Gbit/s (where n is the number of optical wavelength channels running in parallel featuring either PON or point to point logical connectivity). This enables the possibility of dynamic line rate adaptation on those network links to the traffic loads in the base stations. In such context,, it is necessary to investigate the feasibility and potential solution in synchronizing the power saving control in RAN and other subsystems such as the network links connecting base stations.

The key task to be studied includes the scenarios where the power saving control in RAN is coordinated with the control of other subsystems
5.3
Key Issue 3 - Power Consumption Reduction at the Site Level
The power consumption at the equipment rooms and data centres represents a significant part of the overall energy consumption of mobile systems. It is necessary to investigate whether it is possible and advantageous to reduce the power consumption at site level,  without affecting equipment performance and in compliance with labour regulations.
6
Potential Solutions for Energy Efficiency Improvement
Editor's note:
This clause describes the solutions in designing the architecture and functions to improve energy efficiency.
6.1
Potential Solution 1- Energy Efficiency in SON

Editor's note:
It should be indicate here to which issue(s) the solution applies.

6.1.1
General

To improve 3GPP system-wide energy efficiency further, SON functionality can be used to leverage the reduction of energy consumption and the improvement of energy efficiency of mobile networks. By collecting energy consumption metrics (see clause 5.1 of ETSI ES 203 228 [3]) and performance metrics (see clause 5.2 of ETSI ES 203 228 [3]) of mobile networks, SON functionality can do big data analysis and improve the energy efficiency of mobile networks by activities like planning, configuration, optimization and healing.

The granularity of energy efficiency in SON includes three levels, which are network level, site level and equipment level.

6.1.2
Architecture description

Editor's note:
This clause will contain e.g., terminology, overview, architecture description of the solution.

The basic principles of energy efficiency in SON are shown in Figure 6.1.2-1.
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Figure 6.1.2-1 Energy efficiency in SON in mobile networks

Usually a telecom site is composed of main telecom equipment and site infrastructure (such as cooling, building and power environment systems). The main telecom equipment is managed by EM as Network Element (NE).

EM is the functional entity provided by the telecom network equipment vendor to monitor and control a set of closely related types of NEs, see TS 32.101 [19]. NM is the functional entity from which the network operator monitors and controls the whole system (composed of multi-vendor and multi-technology network elements and the corresponding telecom sites) at centralized level and manage operational and maintenance activities, see TS 32.101 [19]. Itf-N is an interface between the Network (EM or NEs with an embedded EM) and NM, see TS 32.101 [19].

Measurement results (energy consumption metrics and performance metrics) of NE are transferred via the Type-1 interface from NE to EM. EM sends these measurements results to NM via Itf-N.

The site infrastructure management entity sends energy consumption metrics of site infrastructure to NM.

6.1.3
Functional description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.

The management entity of site infrastructure is the functional entity provided by telecom site vendor (may be different from the NE vendor) to monitor and control the power, air conditioning and building infrastructure for the telecom site, see ETSI ES 202 336-1 [20] and ETSI ES 202 336-12 [21].

Based on energy consumption data sent from the management entity of site infrastructure, energy consumption data and relevant performance data sent from EM, SON in NM will be able to assess the energy efficiency of the network equipment, sites and the whole network.

In addition to the data display and record of energy efficiency, according to the operator's energy efficiency policies, SON functionality may do energy efficiency optimization of the control and data transmission functions to reduce energy consumptions and improve energy efficiency of network equipment, sites and the whole network.

The management of site infrastructure equipment is described in more details in ETSI ES 202 336-1 [20] and ETSI ES 202 336-12 [21]).

6.1.4
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.

6.2
Potential Solution 2 - Extended range for normal operating conditions for radio base stations

One of the major voices in the energy bill for operators is the one related to conditioning systems of the equipment rooms and data centres. This is normally set by Operational Requirements but also by laws applicable to Environmental conditions for manned rooms.

Any solution which allows reducing the conditioning of the rooms in compliance to labour regulations will consequently improve the overall network energy efficiency.

Increase of the range of air temperature and humidity for the normal operating conditions for weather protected network equipments (e.g. Base Station, Core Network nodes) would bring savings in power consumption. New extended range for normal operating conditions should be defined in order to minimize (and ideally to avoid) room conditioning by ensuring at the same time:

-
no impact to specified minimum requirements and no degradation in e.g. radio performance;

-
no degradation in mean time between failures / equipment life duration;

-
no increase of total cost of ownership with respect to the same equipment operating in conditioned rooms.

6.2.2
Architecture description

Editor's note:
This clause will contain, e.g. terminology, overview, architecture description of the solution.

There is no impact on architecture.

6.3
Potential Solution 3 - The Energy Efficiency Control Framework

6.3.1
General

To avoid fragmented and proprietary implementations of energy efficiency control and management  and facilitate the coordinated actions for maximizing system wide energy efficiency gains, an energy efficiency control framework is described  to define the key common functions and the control sequence and procedures for controlling and managing energy efficiency. It aims to be technology and network architecture agnostic and applicable to existing and future mobile networks  but the specific functions and the control procedures may vary in different networks and different levels (network, equipment and site) in a network and can be integrated with existing and future new networks architectures and functions such as QoS policy and charging control functions and the network management functions.

6.3.2

Architecture description

Figure 6.3.2-1 shows a general framework for energy efficiency control.
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Figure 6.3.2-1 A general framework of EE Control

The key functions in self-managed automated energy efficiency control processes should include:

-
EE Policy Management: defines and manages the energy efficiency control policies related to the energy consumption status and control operations at the network, equipment and site levels. It translates the policy information into configurations at the EE optimisation entities at network, equipment and site levels, where applicable. The policy may be adjusted according to achievable EE KPI and the variations of QoS/QoE.

-
EE Control and Coordination: the energy efficiency control is designed to be a self-managed and automated process to control and coordinate the power saving operations across all the relevant elements at a network, equipment and site levels.

The operating conditions such as traffic load and density at the network and equipment levels and operational conditions such as temperature and humidity at the site level are monitored and reported. According to the energy efficiency control policy and the current status, energy efficiency control operations are activated/deactivated in each of the EE optimisation entities. The embedded energy metering function in each EE optimisation entity collects the necessary statistics such as EE KPI and QoS/QoE and then report the information to the EE Profiles Management. The energy efficiency optimisation entity can be a logical or physical component to execute the EE policies and the corresponding energy consumption optimisation operations.

-
EE Profiles Management: monitors, collects, processes, stores and provides EE related information and statistics including the profiles for traffic, operating conditions, the corresponding achievable EE KPI, the variations of QoS/QoE in reference to the pre-fined QoS/QoE requirements from the embedded energy metering functions in each of the EE optimisation entities. The information is assessed and then sent to the EE Control and Coordination for adjusting the power saving control operations and possible policy adjustment by the EE Policy Control.

6.3.3
Function description

Figure 6.3.3-1 an EE control process which describes the sequences of key EE control functions.

The Energy Efficiency Control Policies should define the following attributes;

-
Equipment/Network Functions ID: the equipment/network functions where the policy should be applied.

-
Power Saving Modes: sleep mode, other advanced power saving modes.

-
EE Control Valid Time: when EE control policies should be applied (in combination with other attributes)

-
Power Saving Status Exchange chain descriptions: the link between the related EE control entities to coordinate and synchronise the power saving actions (UE/RAN/CN/backhaul/fronthaul/backbone/Data Repositories/etc)

-
Equipment/Network Deployment Scenario: the scenario (dense urban/urban/rural/etc) where the EE optimisation policies apply.

-
Power Saving Conditions: the conditions to apply EE optimisation control e.g. the off-peak time/ the traffic & connection density is below the designated thresholds.

-
Required CoE: the operator' defined values as a target EE KPI.
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Figure 6.3.3-1 The EE Control Process
-
Power Saving Operation Description: the enabling/disabling of pre-defined power saving operations. For example:

-
Power Saving State: the status of network or network equipment or site where power saving operations are activated/deactivated.

-
Power Saving Operations: the actions to be taken.

-
Wake-time Time: the time taken to recover the power and transit from power saving mode(s) to full operations.

The Network Power Saving Configuration refers to operations to configure the network parameters and thresholds such as those in RRM for RAN to activate/deactivate the power saving operations.

As example, the EE Control Framework and the associated functions can be mapped to SON functions as described in Section 6.1. The description of rules and attributes in the EE policies can translate high level operators' EE objectives into specific EE control operations in RAN.  The SON functions should be extended or enhanced to support the following functions;

-
Automated PA power adaptation at symbol level: e.g. for 4G networks, adaptation of output power is performed at TTI level every1ms and the power amplifier can be switched on and off per at per symbol level (every 1/14 ms).

-
Switch-off superposing radio transmission/receiving such as MIMO and/or carriers such as the 2nd 4G carrier when traffic density is below a threshold or off-peak time, e.g. during the night.

Other technologies such as SDN/NFV, TS 28.500 [10], TS 28.510 [11], ETSI GS NFV-INF 005 [12], ETSI GS NFV-INF 004 [13] and network slicing, TR 23.799 [9], should also be considered to enable the  aforementioned EE control functions.

The self-managed  self-adjusting and automated EE control should be able to manage  the potentially conflicting KPI's such as spectral efficiency vs. energy efficiency vs QoS/QoE to stabilize the system performance with the optimal network configurations.

6.4
Potential Solution 4 - Coordinated Energy Saving between RAN resources and Network Links
6.4.1
General

Two main methods of energy saving are envisioned in ITU-T recommendations on fixed network fiber access in their G.98x series that could provide network links  in  the wireless networks:

-
Dynamic link rate adaptation to fit to the actual traffic load, through switching between different line rates. (e.g. within the Ethernet hierarchy between FE, 1GigE, 10GigE … or any other 2.5Gbit/s, 10Gbit/s ). Condition of interest being that the switching is hitless, without any glitch in synchronizing.

-
Shutdown of parallel resources when parallel resources are used, collapsing the traffic on a single link in low duty could enable the temporary shutdown of part of them could save power. (e.g. day time / night time could be a pattern to consider)

Since with the NG-PON2 generation recommendations completed in 2015, several line rates and multiple parallel channels have been made possible, the conditions are now possible to make use of the two power saving methods above within a single technology generation.

One major condition to become practical is now to get deeper into the preferred implementation to given guidance to the industry and enable all reasonable commonalities across the use cases, since the access will need to distinguish three segments for energy efficiency as shown in Fig.1 below:
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Figure 6.4.1-1  Three domains of optical access power saving (Energy Efficiency) paradigm

Whereas power savings on the Service Node Interfaces (SNI) are under full control of the system operator, due to local regulation and competition situations, the ANI (Access network interface) and UNI (User Network Interface) have to comply with specific co-operative conditions. Obviously, when on the optical access ports are used for simultaneous use cases, all power saving policies must be compatible and mutually non-harming, therefore most of the power savings are expected to happen in the remote sites including both 3GPP accesses  and non-3GPP accesses in a fixed mobile convergence network.

6.4.2
Architecture description

The solution is designed to be applicable to the cases where backhaul, mid-haul and fronthaul links are deployed.
6.4.3
Functional description

6.4.3.1
Possible synergy through synchronized RAN & Fixed access energy saving methods
Since starting a very special period where both NG-PON2 fixed access systems and 5G RAN enter their specification fine tuning and their prototyping is still ahead, it is believed that there is a unique opportunity to get both worlds together, to get the best of both world so as to get the lowest possible global power consumption by exchanging technical constraints and identify requirements.

Applied to wireless site connectivity, whenever parallel resources in wireless drop and backhauling links are used, correlated shutdown during low duty periods and in low user density areas, when low power and low data throughput is observed over a given period, this could trigger some power optimizing state.

Figure 2 shows an example depicting  a high level view of how a three sector antenna could temporary be turned into a lower capacity (and hopefully lower power) antenna site, shutting down 2 out of 3 links.
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Figure 6.4.3-1  Illustration of maintaining wireless connectivity on a single link

The proposed scheme of  Figure 6.4.3-1 would of course be valid only under technical conditions below to be further investigated:

-
The 3 sectors antenna site arrangement can be efficiently turned into an omnidirectional working mode, at the cost of reduced capability but without impact on the network availability.

-
There is significant power to be saved by the process on both wireless and fixed links in comparison to only power saving in the RAN.

-
The remaining link between antenna site unit & Central office unit keeps all necessary clock synchronizing and management capability active.

-
Detection of low traffic periods is well defined and are identified.

-
The coordinated switching process is defined for both the optical transmission and the radio transmission with negligible effect on QoE and great stability. Once configured, the switching should be automated based on the retained criteria.

All operating issues brought by addition of low power modes must be addressed in order for any involved party not to mistake a low power time period with a network failure. This includes situations of resource sharing  and unbundling that requires coordinated power saving operations among operators..

The same principle should apply to other power saving schemes in RAN such as switching off superposing carriers, reduction of system bandwidth, and re-education of transmit power in response to temporary reduction in demand for RAN capacity due to low traffic density.

6.4.3.2
Elements on the gains on the fixed fiber  transmission section (wireless counterpart to be studied and added by relevant experts)
Depending on the nature of the optical links to be used, whether fronthaul, backhaul or flavours of midhaul (OBSAI, CPRI, Ethernet, etc.), the mapping onto fibres through shared fibre (PON), dedicated point to point links per fibre or collapsing of several links on a single fibre through wavelength multiplexing and finally the protocol used, expectable transmission savings will be very different.

Note: the applicability seems to be limited to 5G, since coming very late for the previous RAN generations, although they might use some channels on a common fibre.

To tackle the estimated savings, some elements can be found in the EU BBCoC v5 published in December 2013 (Broadband code of conduct) document that draws the trend of max tolerated power consumption for given optical transmission devices. It does reflect some prediction of the state of the art of the access network industry, so is to be taken as just a little bit conservative to remain low cost compatible. As an example, a GPON ONU given at 3.2W for Tier 2015 – 2016, can be available at 2W under pluggable SFP form factor.

In its tables 12, 20 & 21, it clearly shows the existence of steps in power consumptions between 1Gbit/s rang interfaces and 10Gbit/s ones as the benefit expected from Idle to active states are.  Recap below just intends to give an idea of potential savings in case of Ethernet based backhaul interfaces both in case of line rate adaptation and minimal expected ones in case of putting in Idle modes interfaces.  It is reminded that in case of PON, on interface on the OLT side corresponds to several ONUs, with a much lower consumed power than its point to point 'equivalent'.
Table 6.4.3-1: BBCoC values cherry picking with worst case possible saving values

	ANI  side 
	OLT side Tier 2015 - 2016
	ONU side Tier 2015-2016

	in Watts
	Idle state
	On state
	Idle state
	On state

	Pt2Pt Gbit/s
	not considered
	2
	3.0
	3.0

	Pt2Pt 10Gbit/s
	not considered
	8
	Missing
	6

	PON Gbit/s
	not considered
	6
	2.3
	3.2

	PON 10Gbit/s
	not considered
	14
	4.1
	6.2


It can be seen from Table 6.4.3-1 that

-
idle state enable roughly 30% saving on the consumed power.

-
Switching from 10G to 1G seem to indicate that at least 50% of power could be gained per interface.

-
It is quite odd that given the symmetrical aspects of point to point interfaces, power saving isn't considered on the OLT side in this document.

-
Similarly on the ONU side the point to point values display no difference between Idle and On state at 1Gbit/s and gives no value for 10Gbit/s, which means that power saving modes are not yet available for this market segment.

-
Odds are that opportunities to turn OLT interfaces into low power modes will be much more frequent for point to point transmission than for PON, the latter being intrinsically more efficient beyond a sharing ratio as low as 3 according to the figures in table 6.4.3-1.

So these elements show that whenever idle periods are expected, there is room for improvement and savings even in the worst possible conditions. This will especially be true when using point to point interfaces which by far dominate the current RAN implementations.

When considering different transmission types, even at the same line, when complex coding is employed with significant digital processing is involved, the order of magnitude of power consumption per port is likely to be much higher. Expectable power savings if fronthaul technologies need to be collected (e.g. collecting the CPRI implementer's best practices to be inserted and get the full wireline network view).
Therefore, it is anticipated that provided the RAN and fixed access world can work together to identify the technical requirements to find adequate implementation to achieve significant power savings.

7
Conclusions

Editor's note:
This clause covers the list of conclusions.
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