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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The objective of this Technical Report is to study and perform an evaluation of potential architecture enhancements for supporting URLLC services in 5G system (5GS). Specifically, the following aspects are covered:

-
Investigate the key issues for meeting the URLLC requirements on latency, jitter and reliability in 5G system as defined in TS 22.261 [5].

-
Study how to minimize the impacts of UE mobility to the latency and jitter between AN and CN, and within CN.

-
Study how to realize transmission with reliability higher than the reliabilities of single user plane tunnel of N3 and N9 and NFs in the user plane path.

-
Study how to monitor the QoS of the QoS flow with URLLC requirement.

-
Study potential impacts to charging and policy control.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TS 23.501: "System Architecture for the 5G System".

[3]
3GPP TS 23.502: "Procedures for the 5G System".

[4]
3GPP TS 23.503: "Policy and Charging Control Framework for the 5G System".
[5]
3GPP TS 22.261: "Service requirements for the 5G system".
[6] 
802.1CB-2017 - IEEE Standard for Local and metropolitan area networks--Frame Replication and Elimination for Reliability, https://ieeexplore.ieee.org/document/8091139/.
[7]
3GPP TS 37.340: "Evolved Universal Terrestrial Radio Access (E-UTRA) and NR; Multi-connectivity".
[8]
ETSI GS MEC 003: "Mobile Edge Computing (MEC); Framework and Reference Architecture".
3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

Abbreviation format (EW)

<ACRONYM>
<Explanation>

4
Architecture Assumptions
The following architectural assumptions are applicable for all potential solutions:

1)
The 5GS defined in TS 23.501 [2] is used as the baseline network architecture for URLLC.

2)
For QoS flows with low latency requirement, at least one user plane path between the application and UE that be able to satisfy the requirement for latency should exist in the network.

3)
For QoS flows with ultra-high reliability requirement, there is no assumption on whether each NF or connection segment is able to meet the reliability requirements.

NOTE 1:
For some QoS flows, there might be only one of the requirements on low latency and high reliability.
NOTE-2: Interworking between 5GS and EPS is out of scope in this study.
5
Key Issues
Editor's note:
This clause will describe the key issues for the enhancement of URLLC supporting in 5GC.
5.1
Key Issue #1: Supporting high reliability by redundant transmission in user plane

5.1.1
General description

In order to ensure the high reliability which can hardly be achieved by single path on user plane, redundant transmission in 5GS may be supported. Depending on the condition of network deployment, e.g., which NFs or segments cannot meet the requirements of reliability, the redundant transmission may be applied on the user plane path between the UE and the network. The following aspects need to be studied for this key issue:

-
How to establish, modify or release multiple tunnels for redundant data transmission on N3 and N9.

-
How to support handover procedure for PDU session using redundant transmission.

-
How to ensure the multiple tunnels on N3, N6 and N9 for redundant transmission to be transferred over separate transport layer paths in case single transport layer path cannot support the reliability requirements.

-
How to make decision on enabling redundant transmission or not for a specific QoS flow.

-
How to replicate the data packets in UE/RAN/UPF, when needed.

NOTE:
This does not intend to study mechanism on air interface.

-
How to eliminate the replicates received from different paths in UE/RAN/UPF, when needed.

-
Identify the impact to protocol stack of user plane to support redundant transmission.

5.2
Key Issue #2: Supporting low latency and low jitter during handover procedure

5.2.1
General description

In current handover procedure defined in TS 23.502 [3], for the QoS flow that requires lossless handover, the direct /indirect data forwarding tunnel is used to forward packets from the source RAN node to the target RAN node. This forwarding tunnel introduces additional latency and jitter within RAN and CN. Furthermore, if no forwarding tunnel is used, the DL path will be interrupted during HO execution until the establishment of GTP-U tunnel towards the target RAN node finished.

The optimization of handover procedure need to be considered to guarantee low latency and low jitter to the URLLC services. In this key issue, the following aspects will be studied:

-
How to fulfill URLLC requirement during UE handover procedure.

5.3
Key Issue #3: Enhancement of Session Continuity during UE Mobility

5.3.1
General Description

This key issue focuses on enhancing session continuity while maintaining UP efficiency. The follow problems are to be studied.

-
How to enable runtime coordination between AF and 5GC for supporting application relocation without breaking upper layer session and service continuity

When application relocates to a new DNAI, N6 connection is re-established with the new DNAI. To support upper layer session and service continuity, application traffic should be routed over the new N6 connection only after it is fully ready. This requires the 5GC to know when the end of N6 connection in the DN is ready before it switches to the new N6 connection. In Rel-15, such runtime coordination is not supported yet.
-
How to handle ULCL relocation or PSA relocation (for SSC mode 3) for URLLC services, and how the traffic routing on N6 interface is fulfilled are FFS.
NOTE:
The solutions to this key issue should reuse, if possible, functions of the 5GC developed in Rel-15.

5.4
Key Issue #4: QoS Monitoring to Assist URLLC Service

5.4.1
General description

For URLLC services, E2E stringent QoS requirements include very low latency and very high reliability. This poses some challenges to the 5G sSystem as several factors could affect the E2E QoS performance such as wireless coverage, 3GPP network node (UPF/RAN/UE) resources, and transport network.

The current 5GS QoS Notification Control is supported in 5G-AN to monitor the GBR QoS flow status in the 5G-AN. This mechanism only supports GFBR monitoring may not be sufficient for E2E URLLC services where packet latency, jitter, packet loss parameters are the key requirements.

In order to achieve requirements of URLLC services, the following aspects should be studied:

-
Study solutions for the specific UE with URLLC services to improve the monitoring of QoS, such as packet delay, jitter and packet error rate to assist to achieve URLLC services and identify the relevant NF(s) and entities (e.g. 5GC, third party AF).

-
Study means to better control the monitoring of QoS for URLLC e.g. means whether or not to trigger the above solution(s). If triggered, how to use the exposed QoS monitoring result to fulfil the QoS requirement of the URLLC service when the threshold that required QoS of URLLC services will not be satisfied is reached.
5.5
Key Issue #5: Supporting low latency without requiring that the UE to always be in RRC_Connected Mode

5.5.1
General description

To efficient support event driven low latency scenarios, this key issue shall study ways to reduce usage of network radio resources and power consumption in the UE. This key issue shall include scenarios when the UE is able to avoid Connected Mode between low latency data transmissions. The specific areas we need to study is when:

-
the UE transitioning from RRC_Inactive Mode to RRC_Connected Mode under an NG RAN node that is different from the NG RAN node storing the UE context within the same RAN Notification Area (RNA).

NOTE:
Dependent of the solution, the main work is expected to be done in RAN WG but in this study the 5GC may need to indicate to RAN that this is an LLC PDU Session to allow RAN to handle it accordingly.
5.X
Key Issue #X: <Key Issue Title>
5.X.1
General description
6
Solutions
6.1
Solution #1 for Key Issue #1: Redundant user plane paths based on dual connectivity

6.1.1
Description

The solution will enable a terminal device to set up two redundant PDU Sessions over the 5G network, so that the network will attempt to make the paths of the two redundant PDU sessions independent whenever that is possible. It is out of scope of this specific 3GPP solution to how to make use of the duplicate paths for redundant traffic delivery end-to-end. It is possible to rely on upper layer protocols, such as the IEEE TSN (Time Sensitive Networking) FRER (Frame Replication and Elimination for Reliability), to manage the replication and elimination of redundant packets/frames over the duplicate paths which can span both the 3GPP segments and possibly fixed network segments as well. Refer to Annex A for more details on how the IEEE TSN solution can make use of two independent networking paths. Other upper layer protocols, including IP based ones, can also be possible for redundant packet transmission over multiple paths or for managing a backup path in addition to the active path.

The overall solution is shown in the Figure below. The 3GPP network provides two paths from the device: the first PDU Session spans from the UE via gNB1 to UPF1 acting as the PDU Session Anchor, and the second PDU Session spans from the UE via gNB2 to UPF2 acting as the PDU Session Anchor. Based on these two independent PDU Sessions, two independent paths are set up, which may span even beyond the 3GPP network. In the example shown in the Figure below, we have two paths set up between Host A in the device and Host B, with some (optional) fixed intermediate nodes. The Redundancy Handling Function, RHF entities (out of 3GPP scope) that reside in Host A and Host B make use of the independent paths. The IEEE TSN FRER mentioned above is an example for a RHF. For Host A within the device, the two PDU Sessions appear as different networking interfaces, making the host multi-homed. Note that in the network side, other solutions are also possible, where redundancy spans only up to an intermediate node and not to the endhost.

[image: image3]
Figure 6.1.1-1: High level architecture with single device

This solution is based on the Dual Connectivity feature that is supported both by LTE and NR. The Figure 6.1.1-2 below illustrates the architecture view of the solution. A single UE has user plane connectivity with both a Master gNB (MgNB) and a Secondary gNB (SgNB). The RAN control plane and N1 are handled via the MgNB. The MgNB controls the selection of SgNB and the setup of the dual connectivity feature via the Xn interface. The UE sets up two PDU Sessions, one via MgNB to UPF1 acting as the PDU Session anchor, and another one via SgNB to UPF2 acting as the PDU session anchor. UPF1 and UPF2 connect to the same Data Network (DN), even though the traffic via UPF1 and UPF2 might be routed via different user plane nodes within the DN. UPF1 and UPF2 are controlled by SMF1 and SMF2, respectively, where SMF1 and SMF2 may coincide depending on operator configuration of the SMF selection. (Other 3GPP entities not relevant for this solution are not shown in the figure.)
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Figure 6.1.1-2: Solution architecture

The solution differs from the RAN based PDCP packet duplication function (see TS 38.300 section 16.1.3) which is internal to RAN, and the packet duplication takes place between the UE and the MgNB. In this solution, the redundant paths span the whole system including RAN, CN, and can possibly extend to Data Network beyond 3GPP scope as well.

The solution has a number of assumptions to be applicable.

•
RAN supports dual connectivity, and RAN coverage is sufficient for dual connectivity in the target area.

•
UEs support dual connectivity.

•
The core network UPF deployment is aligned with RAN deployment and supports redundant user plane paths.

•
The underlying transport topology is aligned with the RAN and UPF deployment and supports redundant user plane paths.

•
The physical network topology and geographical distribution of functions also supports the redundant user plane paths to the extent deemed necessary by the operator.

•
The operation of the redundant user plane paths is made sufficiently independent, to the extent deemed necessary by the operator, e.g., independent power supplies.

Note that the redundant network deployment aspects mentioned above are within the responsibility of the operator and are not subject to 3GPP standardization.

The solution comprises the following main components.

•
The UE requests the establishment of a first and a second PDU Session.

•
The SMF determines that the PDU Session establishment is for a redundant PDU Session. This determination may be based on an explicit indication from the UE, or it may be based on network configuration.

•
The SMF also gets information about the identity of the MgNB in the case of the first PDU session, and about the identity of the SgNB (if available) in case of the second PDU session.

•
The UPF is selected based on the identity of the MgNB for the first PDU Session and based on the identity of the SgNB for the second PDU Session, so that the UPF is selected close to the appropriate gNB. The proper operator configuration of the UPF selection can ensure that the paths of the two PDU Sessions are independent. It is up to operator configuration to consider the independence of the paths also in the transport network.

•
The MgNB is informed about the two PDU Sessions which need to be handled redundantly. Based on that indication, the MgNB sets up dual connectivity in such a way that both the MgNB and the SgNB have an independent PDCP entity for handling the two independent user plane paths (i.e. setup of MCG bearer and SCG bearer for MgNB and SgNB, respectively).

Editor’s Note: The elaboration of these components and possible further impacts on the entities is FFS.

Editor’s Note: The following aspects need further work: Mobility of the UEs, SMF selection, UPF selection and PCC role.

6.1.2
Procedures

Editor's note: This clause describes services and related procedures for the solution.

6.1.3
Impacts on Existing Nodes and Functionality

SMF impacts:

•
Determine, based on a combination of UE and network indication, whether a PDU session is to be handled redundantly.

•
Select UPF based on the identity of the MgNB and SgNB for the first and second PDU session, respectively.

RAN impacts:

•
Attempt to establish and maintain dual connectivity when the need for redundant user planes are indicated for a pair of PDU Sessions

•
Set up dual connectivity in such a way that both the MgNB and the SgNB have an independent PDCP entity for handling the two independent user plane paths.

AMF impacts:

•
Forward the relevant indications between RAN and SMF.

UE impacts:

•
Based on device configuration, trigger the setup of redundant PDU Session, with possible indication about the need for redundant handling.

•
An upper layer solution for the handling of the duplicate redundant paths with a corresponding configuration mechanism, both are out of 3GPP scope. Additionally, UE configuration mechanisms may be applied to trigger the establishment of duplicate PDU Sessions.

6.1.4
Solution Evaluation

Editor's note: This clause provides an evaluation of this solution.
6.2
Solution #2 for Key Issue #1: Multiple UEs per device for user plane redundancy

6.2.1
Description

The solution will enable a terminal device to set up multiple redundant PDU Sessions over the 5G network, so that the network will attempt to make the paths of the multiple redundant PDU sessions independent whenever that is possible. It is out of scope of this specific 3GPP solution to how to make use of the multiple paths for redundant traffic delivery end-to-end. It is possible to rely on upper layer protocols, such as the IEEE TSN (Time Sensitive Networking), to manage the replication and elimination of redundant packets/frames over the multiple paths which can span both the 3GPP segments and possibly fixed network segments as well. Refer to Annex A for more details on how the IEEE TSN solution can make use of the independent networking paths. Other upper layer protocols, including IP based ones, can also be possible for redundant packet transmission over multiple paths or for managing a backup path in addition to the active path.

The solution is shown in the Figure below for the case when the terminal device is equipped with two UEs. The first PDU Session spans from the UE1 via gNB1 to UPF1, while the second PDU Session spans from the UE2 via gNB2 to UPF2. Based on these two independent PDU Sessions, two independent paths are set up, which may span even beyond the 3GPP network. In the example shown in the Figure below, we have two paths set up between Host A in the device and Host B, with some (optional) fixed intermediate nodes. The Redundancy Handling Function, RHF entities (out of 3GPP scope) that reside in Host A and Host B make use of the independent paths. The IEEE TSN FRER mentioned above is an example for a RHF. For Host A within the device, the two UEs provide different networking interfaces, making the host redundantly connected. Note that in the network side, other solutions are also possible, where redundancy spans only up to an intermediate node and not to the endhost.

[image: image5]
Figure 6.2.1-1: Solution architecture with two UEs in a host

This solution makes use of the integration of multiple UEs into the device, and assumes a RAN deployment where redundant coverage by multiple gNBs is generally available. Multiple PDU Sessions are set up from the UEs, which use independent RAN (gNB) and CN (UPF) entities. The Figure 6.2.1-2 below illustrates the architecture view of the solution. UE1 and UE2 are connected to gNB1 and gNB2, respectively and UE1 sets up a PDU Session via gNB1 to UPF1, and UE2 sets up a PDU Session via gNB2 to UPF2. UPF1 and UPF2 connect to the same Data Network (DN), even though the traffic via UPF1 and UPF2 might be routed via different user plane nodes within the DN. UPF1 and UPF2 are controlled by SMF1 and SMF2, respectively. (Other 3GPP entities not relevant for this solution are not shown in the figure.)

[image: image6] 

Figure 6.2.1-2: Solution architecture mapped into 3GPP

Editor’s Note: Whether the RAN node needs to be separate or can be the same gNBx FFS.

The solution has a number of assumptions to be applicable.

•
Terminal devices integrate multiple UEs which can connect to different gNBs independently.

•
RAN coverage is redundant in the target area: it is possible to connect to multiple gNBs from the same location.

•
The core network UPF deployment is aligned with RAN deployment and supports redundant user plane paths.

•
The underlying transport topology is aligned with the RAN and UPF deployment and supports redundant user plane paths.

•
The physical network topology and geographical distribution of functions also supports the redundant user plane paths to the extent deemed necessary by the operator.

•
The operation of the redundant user plane paths is made sufficiently independent, to the extent deemed necessary by the operator, e.g., independent power supplies.

Note that the redundant network deployment aspects mentioned above are within the responsibility of the operator and are not subject to 3GPP standardization.

The solution comprises the following main components.

•
Differentiating the multiple UEs within the same device. This may be based on a pre-configured device identifier that are common for the UEs, or based on a pre-configured indication that identifies the individual UEs within the same device, or based on network subscription or configuration of such information. 

•
Selection of different UPFs for the individual UEs within the device. The solution may also apply different control plane entities for the individual UEs within the device, even though this is optional and not necessary for the key issue. This may be achieved by using:

o
different (possibly decorated) DNNs for the individual UEs within the device, or applying different slices for the individual UEs within the device,

o
or selecting different PLMNs for the individual UEs within the device. In this case, how to handle UE mobility and coordination of the two sessions as well as other consequences need to be further investigated.

•
Selection of different gNBs for the individual UEs within the device. This may be based on the UE’s different cell selection preferences in idle mode according to different UE configuration, e.g. in case the gNBs are using different frequencies or are otherwise differentiated by system broadcast information. This may also be based on a RAN target cell selection mechanism during handover that prefers the selection of different target gNBs for the individual UEs within the device.
•
The UEs belonging to the same terminal device request the establishment of PDU Sessions that use independent RAN and CN network resources using the mechanisms outlined above

•
The proper operator configuration of the UPF selection can ensure that the path of the PDU Sessions of UE1 and UE2 are independent.

Editor's Note: The elaboration of these components and handling of mobility and possible further impacts on the entities is FFS.

6.2.2
Procedures

Editor's Note: This clause describes services and related procedures for the solution.

6.2.3
Impacts on Existing Nodes and Functionality

SMF impacts:

•
Determine, based on a combination of UE and network information, which PDU sessions to handle redundantly.

•
Select UPF such that user plane redundancy is achieved.

RAN impacts:

•
Support for the selection of different gNBs for the individual UEs within the device.

AMF impacts:

•
Forward the relevant indications between RAN and SMF.

UE impacts:

•
Support of multiple UEs per device and identification of the multiple UEs

•
An upper layer solution for the handling of the multiple paths with a corresponding configuration mechanism, both are out of 3GPP scope. Additionally, UE configuration mechanisms may be applied to set the UE identification and trigger the establishment of the redundant PDU Sessions.

6.2.4
Solution Evaluation

Editor's Note: This clause provides an evaluation of this solution.
6.3
Solution #3 for Key Issue #1: Supporting redundant data transmission via single UPF and two RAN nodes

6.3.1
Description

This solution addresses the KI#1 of How to “Supporting high reliability by redundant transmission in user plane”.

Typically telecom-level equipments are able to provide up to five-nine reliability. However, in many cases the end-to-end reliability of real deployed network might be lower than that considering the susceptible deployment environments, especially in the last-mile.

To realize ultra-high reliability for URLLC services in the commercial deployed network, this solution proposes to use redundant transmission over different physical transport paths in CN and RAN to enhance the reliability of upper layer service.

Whether redundant transmission need to be activated for a QoS Flow can be decided by the SMF based on local policies for the DNN or slice, or by the PCF based on its QoS requirement, UE’s subscription and condition of network deployment.

In this solution, it is assumed that the reliability of UPF and CP NFs are high enough to fulfill the reliability requirement of URLLC services served by these NFs, and the UE is under overlapping coverage of the two RAN nodes. The reliabilities of these NFs can be realized based on implementation (e.g. redundant mechanisms provided by NFV platform), which is out of scope of this solution. However a single RAN node cannot provide enough reliability in air interface for the QoS flow, so the redundant packets will be transferred between UPF and UE via two independent N3 tunnel and two RAN nodes to enhance the reliability of service.

Editor’s Note: How to ensure the two N3 tunnels can be transferred via different transport layer paths are FFS. 

Editor’s Note: The scenario that N3 UPF involved is FFS.

Editor’s Note: Whether and How to support redundant transmission in HR roaming scenario is FFS.

Editor’s Note: How to support redundant transmission during Handover procedure is FFS.

The redundant transmission is based on the DC architecture, except that same PDU is transferred via both M-RAN and S-RAN nodes. With two different NG-RAN nodes, separate transport layer paths are used for redundant data transmission in user plane.
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Figure 6.3.1-1: RT Mode 1 - Redundant transmission with two N3 tunnels between a UPF and two NG-RAN nodes

A HRP (High Reliability Protocol) layer are implemented on the UE and UPF to support packet replication and elimination function.

6.3.2
Procedures

6.3.2.1
Activate Redundant Transmission during PDU Session Establishment procedure

The redundant transmission will be established during a PDU Session establishment procedure or a PDU Session Modification procedure.

Figure 6.3.2.1-1 depicts the establishment of redundant transmission during the PDU session establishment procedure in the non-roaming and roaming with local breakout cases.
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Figure 6.3.2.1-1: Activate Redundant Transmission during PDU Session Establishment procedure

1. Steps 1-12 from clause 4.3.2.2.1(UE requested PDU Session Establishment) in TS 23.502 [3] are performed with the following differences:

In step 7b, the PCF indicates the SMF and the NG-RAN to activate redundant transmission for the QoS flow by the 5QI if the UE requested PDU Session Establishment procedure is initiated for a URLLC service.

The SMF then initiates an N4 Session Establishment procedure with the selected UPF and CN Tunnel Info 1& CN Tunnel Info 2 are allocated by the SMF or UPF.

In step 11, the N2 SM information includes the QFI(s), QoS Profile(s), CN Tunnel Info 1& CN Tunnel Info 2 corresponding to each N3 tunnel.

2. RRC Connection Reconfiguration takes place with the UE establishing the necessary NG-RAN resources related to the QoS Rules for the PDU Session request. The Secondary NG-RAN node Addition procedure is performed as defined in TS 37.340 [x].

3. Steps 14-20 from clause 4.3.2.2.1(UE requested PDU Session Establishment) in TS 23.502 [3] are performed with the following differences:

The AN Tunnel Info provided by the NG-RAN includes AN Tunnel Info 1 and AN Tunnel Info 2. Each AN Tunnel Info includes a tunnel endpoint for each involved NG-RAN node, and the QFIs assigned to each tunnel endpoint.

The SMF provides AN Tunnel Info 1 and AN Tunnel Info 2 to the UPF as well as the corresponding forwarding rules. The forwarding rules indicates the UPF to replicate the downlink packets and send each replicate via one of DL N3 tunnels separately to NG-RAN, and eliminate the duplicate uplink packets received from the two UL N3 tunnels.

Editor’s Note: How to associate a CN tunnel info and an AN tunnel Info is FFS.

6.3.2.2
Activate Redundant Transmission during PDU Session Modification procedure

Figure 6.3.2.2-1 depicts the establishment of redundant transmission during the UE or network requested PDU session modification procedure in the non-roaming and roaming with local breakout cases.
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Figure 6.3.2.2-1: Activate Redundant Transmission during PDU Session Modification procedure

1. Steps 1-12 from clause 4.3.3.2 (UE or network requested PDU Session Modification) in TS 23.502 [3] are performed with the following differences:

The PDU Session Modification procedure is triggered by the UE or the SMF to add a QoS flow for a URLLC service.

In step 1b or step 2, the PCF indicates the SMF to activate redundant transmission for the QoS flow by the 5QI.

The SMF initiates an N4 Session modification procedure with the UPF and CN Tunnel Info 1& CN Tunnel Info 2 are allocated by the SMF or UPF.

The N2 SM information includes the QFI(s), QoS Profile(s), CN Tunnel Info 1& CN Tunnel Info 2 corresponding to each N3 tunnel.

2. RRC Connection Reconfiguration takes place with the UE establishing the necessary NG-RAN resources related to the QoS Rules for the PDU Session request. The Secondary NG-RAN node Addition procedure can be performed as defined in TS 37.340 [7].
3. Steps 6-12 from clause 4.3.3.2 (UE or network requested PDU Session Modification) in TS 23.502 [3] are performed with the following differences:

The AN Tunnel Info provided by the NG-RAN includes AN Tunnel Info 1 and AN Tunnel Info 2. In case of Mode 1, each AN Tunnel Info includes a tunnel endpoint for each involved NG-RAN node, and the QFIs assigned to each tunnel endpoint.

The SMF provides AN Tunnel Info 1 and AN Tunnel Info 2 to the UPF as well as the corresponding forwarding rules. The forwarding rules indicates the UPF to replicate the downlink packets and send each replicate via one of DL N3 tunnels separately to NG-RAN, and eliminate the duplicate uplink packets received from the two UL N3 tunnels.

6.3.3
Impacts on Existing Nodes and Functionality

Editor's note: This clause captures impacts on existing 3GPP nodes and functional elements.

6.3.4
Solution Evaluation

Editor's note: This clause provides an evaluation of this solution.

6.4
Solution #4 for Key Issue #1: Supporting redundant data transmission via single UPF and single RAN node

6.4.1
Description

This solution addresses the KI#1 of How to “Supporting high reliability by redundant transmission in user plane”.

In this solution, it is assumed that the reliability of NG-RAN node, UPF and CP NFs are high enough to fulfill the reliability requirement of URLLC services served by these NFs. The reliabilities of these NFs can be realized based on implementation (e.g. redundant mechanisms provided by NFV platform), which is out of scope of this solution. However, the reliability of single N3 tunnel is considered not high enough, e.g. due to the deployment environment of backhaul network, so the redundant packets will be transferred between UPF and RAN via two independent N3 tunnel over different transport layer path to enhance the reliability of service.

Editor’s Note: How to ensure the two N3 tunnels can be transferred via different transport layer paths are FFS. 

Editor’s Note: The scenario that N3 UPF involved is FFS.

Editor’s Note: Whether and how to support redundant transmission in roaming scenario is FFS.

Editor’s Note: How to support redundant transmission during Handover procedure is FFS.

This solution supports the redundant transmission based on two N3 tunnels between a single NG-RAN mode and the UPF. The RAN node and UPF shall support the packet replication and elimination function. 
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Figure 6.4.1-1: Redundant transmission with two N3 tunnels between the UPF and a single NG-RAN node

A HRP (High Reliability Protocol) layer is implemented on the RAN and UPF to support packet replication and elimination function.

Editor's Note: The format of HRP header and whether the HRP layer can be realized by enhancing existing protocol layers (e.g. GTP-U) are FFS.
6.4.2
Procedures

The Procedures for activate redandunt transimission during PDU session establishment/modification are same as corresponding procedures shown in clause 6.3.2 except for both of two AN tunnels are terminated on M-RAN nodes and S-RAN node addition is not needed.

6.4.3
Impacts on Existing Nodes and Functionality

Editor's note: This clause captures impacts on existing 3GPP nodes and functional elements.

6.4.4
Solution Evaluation

Editor's note: This clause provides an evaluation of this solution.
6.5
Solution #5: Duplication of user plane tunnelling during HO 

6.5.1
Functional Description

Editor's note: General description, assumption, and principles of the solution.

This solution addresses Key Issue#2 (supporting low latency and low jitter during HO). The basic idea is that UE always works in single radio mode and the user plane tunnel will be established before the handover in radio interface is completely finished, so as to avoid the additional latency and jitter brought by data forwarding and/or data path switch on CN side.

Editor’s Note: it is FFS if the dual radio UE can also be applied to this solution.

It introduce a “enhanced handover” behavior shown as Figure 6.5.1-1, where the solid line represents user plane connection, and dash line and arrow represents the data delivery and direction. During the pictures, the second and third ones show that the CN tunnel for target RAN node-2 has been established before handover procedure is finished in radio interface.
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Figure 6.5.1-1: “enhanced handover” procedure

The “enhanced handover” is defined per [S-NSSAI, DNN]. It can be dynamically provisioned to SMF from UDM or PCF during PDU session procedure, or statically preconfigured in SMF. Then SMF determines if apply this “enhanced handover” for each PDU session and store the association of the “enhanced handover” and PDU session id.

When handover is triggered by source RAN node, the SMF will duplicate the tunnel for the PDU session id which is associated to “enhanced handover”, and send the downlink data to both source and target RAN node until the handover is completed.

6.5.2
Procedures

Editor's note: Describes the high-level operation, procedures and information flows for the solution.

6.5.2.1
PDU session establishment or modification
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Figure 6.5.2.1-1: PDU session establishment or modification for “enhanced handover” provisioning

In step3, based on the “enhanced handover” policy provided from PCF or static policy stored in SMF, the SMF determines if the PDU session should be applied for “enhanced handover” and stored the association between PDU session id and “enhanced handover” indication.

Note: the SMF may add an indicator to the PDU Session create/update message sent from SMF to RAN to indicate if the PDU session data needs data forwarding when handover happens,

6.5.2.2
N2 based Handover
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Figure 6.5.2.2-1: N2 based handover for “enhanced handover”

The procedure reuse existing N2 based handover, with the following characteristics:

Editor’s note: it is FFS if the dual radio UE can be applied to this handover procedure.

Step-3：During session modification, the SMF establish the secondary tunnel for PDU sessions marked as “enhanced handover” which sharing the same IP address with the original tunnel within the same PDU session.

Step-11: When the secondary tunnel is finished (after step-8), the UPF begin to send duplicate the downlink data and send to both source and target RAN node simultaneously.

Step-12: Given the DRB is not established yet, the target RAN node cache the downlink data from UPF.

Step-15: When handover in radio interface is completed, Target RAN node begin to send downlink data including cached data to UE.

Step-13: UE reorders the data from both source and target RAN node.

Editor’s Note: how to realize this reordering is FFS.

Step-17: When receiving handover notify, the core network release the source RAN.

6.5.2.3
Xn based Handover
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Figure 6.5.2.3-1: Xn based handover for “enhanced handover”

The procedure reuse existing Xn based handover, with the following new features.

Step-1 and 2：When the handover in radio interface is ongoing, the target RAN node sends PDU Session Update to core network to establish the secondary tunnel for the PDU session marked as “enhanced handover”. The step-2 will be triggered before step-1 is finished.

Editor’s note: it is FFS if the dual radio UE can be applied to this handover procedure.

Step-3: When the secondary tunnel is finished (after step-2b), the UPF begin to send duplicate the downlink data and send to both source and target RAN node simultaneously.

Step-4: Given the DRB is not established yet, the target RAN node cache the downlink data from UPF.

Step-5: As long as the DRB in target Node is established, the target RAN node, the target RAN node begin to send downlink data including cached data to UE and also receiving the UL data.

Step-6: UE reorder the data from both source and target RAN node.

Editor’s Note: how to realize this reordering is FFS.

Step-5: When receiving path switch request, the core network release the N3 tunnel to source RAN.

Editor’s note: it is FFS how to guarantee UE receiving all the packets sent via source tunnel before handover to target RAN node when UE works in single radio mode.

6.5.3
Impact on existing entities and interfaces

Editor's note: Impacts on existing nodes or functionality will be added

6.6
Solution #6 for Key Issue #3: Forwarding tunnel between source and target UL CL

6.6.1
Description

Consider the architecture depicted in Figure 6.6.1-1. Initially UE is connected to Source RAN (S-RAN) and has a PDU Session established with a remote PDU Session Anchor (PSA1). The network has inserted an Uplink Classifier (S-ULCL) that directs selected traffic to a local PDU Session Anchor (PSA2). The traffic flows exchanged via PSA-2 are terminated in a Source Application Server (S-AS) which is a user plane entity (e.g. content distribution server) that is controlled by an AF via an interface that is outside of 3GPP scope (e.g. ETSI MEC architecture as defined in ETSI ISG MEC GS MEC-003 “Framework and Reference Architecture” [8] is an example illustrating the split into a control and user plane entity in the context of edge computing; other architectures are also possible).

At some point UE is handed over to the Target RAN (T-RAN). This solution proposes that upon instantiation of the Target Uplink Classifier (T-ULCL) a N9 forwarding tunnel is created between the Source Uplink Classifier (S-ULCL) and the T-ULCL, as depicted in Figure 6.6.1-1.
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Figure 6.6.1-1: Architecture with N9 forwarding tunnel between source and target ULCL

The N9 forwarding tunnel is maintained until all active traffic flowing on it ceases to exist for a configurable period of time.

T-ULCL is configured with packet filters that:

-
force uplink traffic from existing sessions (between UE and Source AS) on the following path: T-RAN – T-ULCL – S-ULCL - PSA2. Similarly, S-ULCL is configured to forward all downlink traffic for this UE coming from S-AS into the N9 forwarding tunnel towards T-ULCL.

-
force any new DNS requests (relating to the local DN) to go to the new local DN (via PSA3).

-
force any traffic related to the Target Application Server (T-AS) in the new local DN (e.g. identified by a match between the destination IP address of uplink packets and the IP address of T-AS) to go to the new local DN (via PSA3).

-
let any remaining traffic go to the remote PDU Session Anchor (PSA1).

SMF may send a Late Notification to AF to inform it about the DNAI change (i.e. change of local PSA). Based on this notification the AF triggers the S-AS to use upper layer (e.g. IP level or HTTP level) mechanisms to redirect the ongoing traffic sessions towards a server in the new local DN (i.e. towards Target AS).

6.6.2
Procedures

Depicted in Figure 6.6.2-1 is an example call flow illustrating how the overall solution works.
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 Figure 6.6.2-1: Overall call flow

1.
At some point SMF decides to change the UL CL due to UE mobility. This may be e.g. the AMF notifying the SMF that the target (R)AN has sent an N2 Path Switch Request message to an AMF. The SMF selects a UPF and using N4 establishes the Target UL CL for the PDU Session and also establishes an N9 forwarding tunnel towards S-AS via the UPF acting as Source UL CL. SMF provides the T-ULCL with the necessary uplink forwarding rules towards PSA1, PSA3 and the N9 forwarding tunnel (i.e. towards S-ULCL), including the Tunnel Info for each UPF. In addition, the AN Tunnel Info to target (R)AN is provided to T-ULCL for downlink forwarding. The SMF provides traffic filters indicating what traffic shall be forwarded towards PSA1, PSA3 and S-ULCL, respectively. SMF provides the CN Tunnel Info to Source ULCL for downlink traffic. At this point, the downlink traffic goes through S-ULCL, T-ULCL and Target (R)AN.

2.
The SMF updates (R)AN via N2 SM information over N11. It provides the new CN Tunnel Info corresponding to the Target UL CL. At this point all uplink and downlink traffic between UE and PSA2, as well as between UE and PSA1, is forwarded via the N9 forwarding tunnel between S-ULCL and T-ULCL.

NOTE 1:
Alternatively, an N9 interface can be established directly between UPF acting as T-ULCL and PSA-2.

3.
The SMF updates the PSA1 via N4. It provides the PDU Session CN Tunnel Info for the downlink traffic. At this point all uplink and downlink traffic between UE and PSA1 are exchanged on the direct path between T-ULCL and PSA1.

NOTE 2:
At this stage, the UPF acting as S-ULCL only acts as an intermediate UPF.

4.
The SMF selects a local Target UPF (PSA3) and using N4 establishes the local Target UPF for the PDU Session.

NOTE 3:
In case the Target UL CL and the PSA3 are co-located in a single UPF then step 4 is merged into step 1.

5.
The SMF sends a Late Notification to the AF indicating a change of DNAI (i.e. a change of the local PSA). The message may optionally include an identifier (IP address or FQDN) pointing to a Target AS. Alternatively the target AS IP address can be configured at the AF and the AF can include T-AS address using the Application Function influence on traffic routing described in clause 4.3.6 in TS 23.502, which help the SMF generate the routing rule on the T-ULCL to PSA3 (i.e. towards target AS).

6.
The AF triggers S-AS to redirect the UE towards a Target AS using upper layer (e.g. IP-level or HTTP-level) redirection mechanisms that are out of the scope of 3GPP. The redirection may point to a specific Target AS as indicated in step 5. Based on this redirection the UE starts using a new destination IP address (with or without prior DNS resolution) which leads the T-ULCL to force the traffic towards PSA3.

7.
Detection of no active traffic over the N9 forwarding tunnel during a preconfigured time interval. The detection can be done by either S-ULCL or T-ULCL, either of which can notify the SMF.

8.
The SMF releases the UPF acting as Source UL CL and the Source UPF (PSA2).

NOTE 4:
As an alternative to the detection of no active traffic in step 7, the AF can send an explicit notification to the SMF when traffic to/from this UE ceases to exist, leading the SMF to release the Source UL CL and the Source UPF (PSA2).

6.6.3
Impacts on Existing Nodes and Functionality

UPF is impacted so that the UL CL function needs to support temporary N9 tunnel forwarding to/from another UL CL, in addition to forwarding packets to/from the local PSA and to/from the remote PSA.

6.6.4
Solution Evaluation

Editor's note: This clause provides an evaluation of this solution.
6.X
Solution for Key Issue #X: <Solution Title>
6.X.1
Description

Editor's note:
This clause will describe the solution principles and architecture assumptions for corresponding key issue(s). Sub-clause(s) may be added to capture details.

6.X.2
Procedures

Editor's note:
This clause describes services and related procedures for the solution.
6.X.3
Impacts on Existing Nodes and Functionality
Editor's note:
This clause captures impacts on existing 3GPP nodes and functional elements.

6.X.4
Solution Evaluation

Editor's note:
This clause provides an evaluation of this solution.
7
Overall Evaluation
Editor's note:
This clause will provide evaluation of different solutions.
8
Conclusions

Editor's note:
This clause will list conclusions that have been agreed during the course of the study item activities.
Annex A (Informative): Overview of IEEE TSN Frame Replication and Elimination for Reliability

Following Annex describes IEEE TSN overview and possible applicability to 3GPP networks.

IEEE 802.1 has been standardizing Time Sensitive Networking (TSN) to provide low and bounded end to end latency as well as high reliability. As part of this standards effort, the IEEE 802.1CB Frame Replication and Elimination for Reliability (FRER) [6] is the standard to provide high reliability, primarily for Ethernet networks. 

This standard provides identification and replication of frames for redundant transport over multiple paths. When received, the duplicate frames can be identified based on sequence numbering, and the duplicates are eliminated. 

The Figure below illustrates the FRER solution in an example. At switch N1, the frames are duplicated, and sequence numbers are added to the frame headers. The different copies of the frames are forwarded via disjoint paths in the network. At switch N2, the duplicates are identified based on the sequence numbers, and only one copy is forwarded, the redundant copies are eliminated. The ordering of the frames can also be maintained at N2 based on the sequence numbering. Generally speaking, FRER can be considered as a per frame level 1+n redundancy solution. 
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Figure A-1: Illustration of IEEE TSN Replication and Elimination function

The solution can be configured in a flexible way. It is possible to apply more than two paths for additional redundancy. A FRER entity can play the replication role and the elimination role at the same time for the two different directions. 

In typical deployments, the FRER functionality is set up using management protocols, and controlled by a centralized entity. Note that it is possible to set up FRER functionality both at intermediate switches, or at end hosts, even though the central controller and the management protocol may differ. There can be multiple replication and elimination points defined for a flow depending on the requirements and the network characteristics. The set up of the FRER functionality by means of a central controller is not part of the 802.1CB standard. IEEE P802.1Qcc specifies centralized TSN configuration both for bridges and end hosts, including FRER.

The FRER, as defined by IEEE, adds 6 bytes to the Ethernet header, what is called Redundancy tag, or just “R-tag”. The R-tag consists of 2 bytes for the EtherType which identifies the tag as an R-tag, 2 bytes for the actual sequence number, and 2 bytes reserved for future versions of the protocol.
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